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A Comparative Analysis of Helmholtz Principle in Extractive Automatic 
Document Summarization 

 

 

 

Ahmet Toprak 1 
Metin Turan2 

Introduction 

The enormous amount of data available on the internet today has reached unpredictable 
volumes; therefore, it is not possible using human power in order to efficiently sift useful 
information from it now. The demand for automated tools that can understand, index, classify and 
present text documents clearly and concisely has increased greatly in recent years. One solution to 
this problem is to use automatic document summarization techniques. Automatic document 
summarization is one of the Natural Language Processing (NLP) research fields that extracts 
important information in an input document and is actively studied as well as machine translation. 
Especially, the importance of the research is increasing because digitized text data grow rapidly. 
Figure 1 shows the system architecture of an automatic document summarization. 

 
Figure 1. Automatic document summarization system architecture (Boorugu et al., 2020) 

Automatic document summarization can be divided into a single-document summarization 
and a multi-document summarization according to the type of input data. Its details are given in 
Figure 2. 

 
1 Ahmet Toprak, Istanbul Commerce University, Computer Engineering  
2 Metin Turan, Istanbul Commerce University, Computer Engineering 
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Figure 2. Text summarization types (Mridha et al., 2021) 

Automatic document summarization also can be divided into extractive and abstractive 
summarization depending on the way of extracting important information from input data. The 
extractive summarization model is a model of selecting sentences according to the importance of 
the sentence in the input document. Abstractive summarization model is a model of generating 
words for the summary based on the input document. For abstractive summarization, several 
variant models based on the sequence-to-sequence model have been proposed (Kim et al., 2019).  

In this study, a Helmholtz-based extractive summarization approach is proposed to create 
an automatic extractive summarization system. CNN Daily/Mail data set was used to evaluate the 
proposed approach. This data set includes both the original full-text documents and the summary 
documents of these original documents produced by human summarizers. First of all, the original 
documents in the data set that the user wanted to summarize were taken into the data preprocessing 
process. After data preprocessing, inferential summaries of the original documents were created 
using well-known techniques in the literature, BertSum (Bidirectional Encoder Representation 
from Transformer), Luhn and SumBasic, and the proposed Helmholtz principle based model. The 
ratio of the summary to be extracted was obtained from the division of the word count of the 
document in the summary in the data set to the word count of the original document. Using this 
ratio, the similarity of the summary document obtained from each algorithm and the original 
summary document in the CNN Daily/Mail data set was calculated using the Spacy text similarity 
algorithm. When the summary documents obtained were examined in terms of average Spacy text 
similarity rates, it was seen that the proposed Helmholtz principle based model achieved acceptable 
results. The obtained results are shared in detail in the Experiments section. The main purpose of 
this study is to create an automatic document summarization system without requiring human 
intervention on a specialized problem. 

The organization of the remaining paper is as follows: In the second section, document 
summarization researches in literature or studies covering methods applied in this study are 
mentioned. In the third section, used methods in the document summarization study are explained 
in detail. In the last section, the results are commented on and future studies are discussed. 
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Literature Review 

In 2009, the study by Chen et al. (Chen et al., 2009) proposes a multi-document news 
summary system that summarizes local news based on the need for a personal handheld PDA 
(Personal Digital Assistant) device based on the user's location. The proposed system has an 
automatic news summary based on the mean k-NN (k-Nearest Neighbors) classifier. According to 
the experimental results in multi-document summary and user location determination, a success 
rate of up to 86% in news summary and up to 90% in the accuracy of user location awareness 
scheme has been achieved. In addition, the proposed average k-NN classifier for determining a 
user's location in the Taiwan region has better results than the four machine learning schemes 
tested in this study (BP neural networks, naïve Bayesian classifier, Lin's support vector machine 
(LIBSVM), and original k-NN classifier). production is emphasized. The experimental results 
indicate that the proposed system can be successfully applied in real-world applications for 
personalized location-based news services. 

In 2014, the study by Pal et al. (Pal et al., 2014), the text summarization method with 
unsupervised learning-based Simplified Lesk algorithm is proposed. The importance of a sentence 
in a text to be summarized is evaluated with the help of the Simplified Lesk algorithm. WordNet 
is used as an online dictionary of meanings. With the proposed approach, all sentences of a text 
are weighted separately using the Simplified Lesk algorithm and sorted in descending order of 
weight. Then, a certain number of sentences are selected from this ordered list, according to the 
given summarization percentage. When the results were examined, the recommended approach 
gives the best results in summarizing up to 50% of the original text. It is also stated that it achieves 
satisfactory results even when summarizing up to 25% of the original text. 

In 2016, the study by Alsaedi et al. (Alsaedi et al., 2016) proposed a method to summarize 
microblogging documents by selecting the most representative posts for real-world events 
(clusters). The study noted that in recent years there has been an increased interest in real-world 
event summary using data that is publicly available through social networking services such as 
Twitter and Facebook, and people use these channels to communicate with others, express their 
opinions, and comment on a wide variety of real-world events. In this study, three techniques 
(Temporal TF-IDF, Retweet Voting Approach, Temporal Centroid Method) are presented to 
summarize microblogging documents. Temporal TF-IDF is based on subtracting the highest 
weighted terms determined by TF-IDF (Term Frequency–Inverse Document Frequency) 
weighting for two consecutive periods. Retweet Voting Approach considers the highest number of 
retweets received on a post in a given time as the criterion for finding the most representative post 
in a single time. This method reflects users' choices when deciding which message is the most 
"valuable". The Temporal Centroid Method selects the posts corresponding to each cluster 
centroid as the summary of that cluster according to the time dimension. The abstracts produced 
were compared to both human-generated abstracts and the summary results of similar leading 
abstraction systems. Rouge-1 was used to evaluate the summary text. When the results were 
examined, the Rouge-1 score was obtained as 0.4453. Experimental results show that the proposed 
Temporal TF-IDF method outperforms all other hashing systems for both English and non-
English languages. 

In 2016, the study by Li et al. (Li et al., 2016), an automatic summarization method of Tibetan 
language is proposed. The proposed method consists of a combination of keyword processing 
based on the TextRank algorithm and the detection of the relationship between sentences based 
on the LexRank algorithm. The frequency of a sentence is calculated by including word positions, 
word lengths, and contents. In the experiments, summaries of a document were created by 
combining the TextRank algorithm first, then the LexRank algorithm, and finally the LexRank and 



Toprak, Ahmet & Turan, Metin; A Comparative Analysis of Helmholtz Principle in Extractive Automatic 
Document Summarization 
 
 

9 
 

TextRank algorithms. The Rouge metric was used to evaluate the summarization. Experimental 
results show that the combination of TextRank and LexRank algorithms of single-document auto 
summarization in Tibetan gives better results and accuracy reaches 80%. 

In 2016, the study by ShafieiBavani et al. (ShafieiBavani et al., 2016), a summary method 
based on abstractive query-focused multi-document summarization (QMDS) using multi-sentence 
compression (MSC) is proposed for multiple news sources. With the proposed method, a new 
summary text is created that represents the core of the content of the source documents. The 
proposed method consists of four stages. In the first stage, semantic similarities between the 
sentences and the input query were determined. In the second stage, sentence pruning was used to 
filter out fewer query-related sentences. In the third stage, the sentences related to the query were 
clustered using a graphical clustering algorithm. In the fourth and final stage, abstractive 
summarization of the clusters was achieved through an MSC approach based on word graphics, 
which takes into account the grammatical structure of the produced summaries and important 
keywords. DUC 2005, DUC 2006, and DUC 2007 datasets, which are query-oriented benchmark 
datasets, were used in the experiments. The Rouge-1 Rouge-2 Rouge-SU4 metrics were used to 
evaluate the summary. In the DUC 2005 dataset, Rouge-1 Rouge-2 Rouge-SU4 values were 
obtained as 0.41980, 0.08725, 0.13941, respectively, while in the DUC 2006 data set it was 0.44871, 
0.14208, 0.17602, and in the DUC 2007 data set it was 0.47641, 0.15415, 0.18573. It is stated that 
the proposed approach outperforms other existing approaches. 

There are studies on the Turkish language in the field of text summarization. One of these 
studies was the study by Demirci and his team in 2017 (Demirci et al., 2017). In this study, multi-
document summarization (MDS) system is recommended for Turkish news. The proposed MDS 
system aims to create a single document for previously collected multi-document news. The data 
set was collected from various Turkish news sources via Real Simple Syndication (RSS). The news 
are divided into clusters according to their topics. The cosine similarity metric was used for the 
clustering process. Latent Semantic Analysis (LSA) was used to summarize multiple documents. 
TF-IDF metric was used to select sentences with higher significance in the texts. The Rouge metric 
was used to evaluate the performance of the system. Results show that the average recall and 
precision percentage of this system is about 43%. In the study, it was stated that the number of 
sentences and the summarization rate affected the accuracy rate. 

In 2019, the study by Karakoc et al (Karakoc et al., 2019), Turkish news headlines were 
predicted by using the encoder-decoder model, which is one of the deep learning methods. While 
estimating the news headlines, the interpretation-based text summarization method was used. The 
system is trained with iterative neural networks by developing an encoder-decoder model. Word 
embeddings in news texts at the training stage were obtained by using the FastText algorithm, 
which has been widely used in the literature in recent years. The system was tested separately by 
training the first sentence, the first two sentences, and the whole of the news text. Rouge-1 (Recall 
Oriented Understudy of Gisting Assessment) score and semantic similarity were used to evaluate 
the performance of the system, and Rouge-1 and similarity values were obtained as 0.20 and 0.51, 
respectively. The results of the experiment indicated that the model trained with the whole news 
text was more successful than other similar models. 

Method 

The working topology of the proposed Helmholtz principle based extractive summarization 
model is as in Figure 3. All steps in topology will be covered under separate headings. 
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Figure 3. The topology of the proposed approach 

The Data Set 

In this study, the CNN Daily/Mail data set was used to evaluate the accuracy of the proposed 
model. CNN Daily/Mail is a data set for text summarization. Human-generated abstractive 
summary bullets were generated from news stories in CNN and Daily Mail websites as questions 
(with one of the entities hidden), and stories as the corresponding passages from which the system 
is expected to answer the fill-in-the-blank question. The authors released the scripts that crawl, 
extract and generate pairs of passages and questions from these websites. In all, the corpus has 
287,113 training pairs, 13,368 validation pairs, and 11,490 test pairs, as defined by their scripts. The 
source documents in the training set have 766 words spanning 29.74 sentences on average while 
the summaries consist of 53 words and 3.72 sentences (Kaggle, 2022). 

Data Pre-processing 

Data pre-processing is a step in the data mining and data analysis process that takes raw data 
and transforms it into a format that can be understood and analyzed by computers and used for 
machine learning. It is also an important step in data mining as we cannot work with raw data. The 
quality of the data should be checked before applied to the machine learning or data mining 
algorithms.  Data pre-processing includes data cleaning, data integration, data transformation, and 
data reduction (Nadzurah et al., 2018). The details of the steps applied in data pre-processing are 
given in Figure 4. 
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Figure 4. Data preprocessing steps (Fernandes et al., 2017). 

Proposed Helmholtz-based Extractive Summarization Algorithm 

In the proposed model, the original full-text documents in the CNN Daily/Mail data set 
were evaluated on a sentence basis. The meaning values of the words in each sentence were 
calculated. Helmholtz principle (Dadachev et al., 2010; Dadachev et al., 2012; Toprak et al., 2019) 
was used to calculate the meaning values of words. Then, the words whose meaning values were 
calculated were collected on a sentence basis. The sentences with the highest meaning value were 
selected according to the determined summary length ratio parameter value and added to the 
summary document. Then, the Spacy text similarity of this generated summary document and the 
original summary document in the CNN Daily/Mail data set was calculated. 

Summarization Algorithms Used in This Study 

In order to compare and evaluate the proposed model in this study, algorithms that are widely 
known in the literature BertSum, Luhn, and SumBasic are used. These algorithms perform 
extractive summarization.  

BertSum extractive summarization algorithm assigns scores to each sentence that represents 
how much value that sentence adds to the overall document (Yadav et al., 2022). Scores of each 
node or vertex are decided by either a “voting” or “recommendation” system, where each node or 
vertex votes for all others. The importance of a node/vertex is decided based on the votes received. 
The value of each vote also depends on the importance of the node casting it. The sentences with 
the highest scores are then collected and rearranged to give the overall summary of the article. 

Luhn extractive summarization algorithm was proposed by Hans Peter Luhn in 1958. This 
algorithm is one of the first studies in the field of text summarization. The algorithm is based on 
TD-IDF metrics. According to the Luhn extractive summarization algorithm, some words are 
frequently used while the subject is being detailed by the author. Frequent use of the word shows 
the importance of that word for writing. The more frequently a word is found in a text, the more 
importance can be given to each of these words. The basic steps of the Luhn algorithm are as 
follows (Victor et al., 2019). 

In the first stage, the important words in the document are determined. The frequency of 
the words in the document is calculated, the most and least frequent words are ignored. 
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• Weight is calculated for each sentence in the text. Weight values are score values for 

sentences. In order to find the score value, the window size value must be calculated first. 

The window shows you the distance value between two important words in the sentence. 

• These score values calculated for each sentence are ranked and then sentence selection is 

made. 

SumBasic is a multi-document summarization method that determines a frequency 
distribution of words over every document, determines the average probability of each sentence 
based on its word composition, and takes the best scoring sentence of the most frequent word 
until the desired summary length has been reached (Nenkova et al., 2005). In a non-redundancy 
step, every iteration updates the probability of the most frequent word by multiplying it by itself 
and updating the assigned weights of the sentences correspondingly. 

The variations implemented were: 

• Orig: The original version, including the non-redundancy update of the word 

scores. 

• best_avg: A version of the system that picks the sentence that has the highest 

average probability in Step 2, skipping Step 3. 

• simplified: A simplified version of the system that holds the word scores constant 

and does not incorporate the non-redundancy update. 

• leading, which takes the leading sentences of one of the articles, up until the word 

length limit is reached. 

Summaries were generated by these algorithms for each of the original full-text documents 
in the CNN Daily/Mail data set. The success rates of the generated summaries are discussed in 
detail in the Experiments section. 

Determining the Size of the Summary Document 

The length of the summary document to be generated with the extractive summarization 
algorithms was calculated with reference to the CNN Daily/Mail data set. The summary length 
ratio was determined by dividing the total number of words of the original full-text document to 
be summarized by the number of words in the original summary document. The flow through an 
example scenario would be as follows. 

When it is desired to generate a summary of the original full-text in the CNN Daily/Mail 
data set; 

F(t) = Total word count of the original full-text document (CNN Daily/Mail) = 3000 

 

S(t) = Total number of words in the original summary document = 300 

 

G(t) = Summary length ratio = S(t) / F(t) 

 

G(t) = 300 /3000 = 10 (10%). 
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Calculation of Similarity Rate 

In this study, the similarities of the summary documents generated by BertSum, Luhn, 
SumBasic, and proposed model with the original full-text documents found in the CNN Daily/Mail 
data set were calculated using the Spacy text similarity algorithm.  

Spacy is a free, open-source library for advanced NLP in Python. Word similarity is a number 
between 0 to 1 which tells us how close two words are, semantically. This is done by finding 
similarities between word vectors in the vector space. Spacy, one of the fastest NLP libraries widely 
used today, provides a simple method for this task. Spacy supports two methods to find word 
similarity: using context-sensitive tensors, and using word vectors. 

Experiments 

In each experiment, the success rates of the summary documents produced by extractive 
summarization algorithms for a different number of documents selected in the CNN Daily/Mail 
data set are shared with reference to Spacy text similarity. 

Experiment I 

In Experiment I, summaries of 10 original full-text documents selected from the CNN 
Daily/Mail data set were generated with each extractive summarization algorithm. The similarities 
between the summary document generated by each summarization algorithm and the original 
summary document were calculated. The average Spacy text similarity rates obtained by the 
algorithms are given in Table 1. 

 

Table 1 - The Success Rates Obtained with 10 Documents Selected from the CNN Daily/Mail 

Data Set 

Extractive Summarization Algorithm Average Similarity Rate (%) 

BertSum 41.2 

Luhn 29.7 

SumBasic 35.6 

Proposed Helmholtz-Based 38.2 

Experiment II 

In Experiment II, summaries of 50 original full-text documents selected from the CNN 
Daily/Mail data set were generated with each extractive summarization algorithm. The similarities 
between the summary document generated by each summarization algorithm and the original 
summary document were calculated. The average Spacy text similarity rates obtained by the 
algorithms are given in Table 2. 
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Table 2 - The Success Rates Obtained with 50 Documents Selected from the CNN Daily/Mail 

Data Set 

Extractive Summarization Algorithm Average Similarity Rate (%) 

BertSum 40.1 

Luhn 28.2 

SumBasic 34.1 

Proposed Helmholtz-Based 36.9 

Experiment III 

In Experiment III, summaries of 100 original full-text documents selected from the CNN 
Daily/Mail data set were generated with each extractive summarization algorithm. The similarities 
between the summary document generated by each summarization algorithm and the original 
summary document were calculated. The average Spacy text similarity rates obtained by the 
algorithms are given in Table 3. 

 

Table 3 - The Success Rates Obtained with 100 Documents Selected from the CNN Daily/Mail 

Data Set 

Extractive Summarization Algorithm Average Similarity Rate (%) 

BertSum 39.3 

Luhn 27.5 

SumBasic 33.2 

Proposed Helmholtz-Based 36.1 

Conclusions and Recommendations 

In this study, a Helmholtz principle is proposed as selective metric in extractive 
summarization model. CNN Daily/Mail data set was used to evaluate this proposed model. In this 
dataset, there are both original full-text documents and summary documents of these original full-
text documents produced by human summarizers. The proposed model in the study was compared 
with the BertSum, Luhn, and SumBasic extractive summarization algorithms known in the 
literature. 

The summaries of the original full-text documents in different numbers selected from the 
CNN Daily/Mail data set were produced with extractive summarization algorithms. The similarities 
of the produced summaries with the original summary documents in the CNN Daily/Mail data set 
were calculated using the Spacy text similarity algorithm. 

When the results obtained in the experiments are examined, the extractive summarization 
algorithm that reaches the highest average Spacy text similarity rate is BertSum with 41.2%. The 
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proposed Helmholtz-based extractive summarization approach also achieved the highest average 
Spacy text similarity rate in Experiment I, 38.2%. Then, respectively, the SumBasic and Luhn 
algorithms obtained the highest average Spacy text similarity rate. 

It is also seen from the experiments that when the number of documents to be summarized 
is increased, the average Spacy text similarity rate decreases. Of note, the highest average success 
rates were obtained in Experiment I. However, ıt is considerable that Helmholtz principle is 
selective to evaluate units in a text for importance in extractive summarization, consequently it can 
be adaptable to specific NLP tasks for similar purpose. 

As a continuation of this study, the following studies that are thought to contribute to the 
literature can be discussed. 

• The results obtained by using a different data set instead of the CNN Daily/Mail data set 

used in this study can be evaluated comparatively. 

• The proposed model can also be compared with other third-party algorithms known in the 

literature (LexRank, TextRank, Kullback-Leiber Divergence, Latent Semantic Analysis 

etc.). 
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Introduction 

Ring spinning is the most widely used (Goyal, 2019) and the oldest technology (Bakhsh et 
al., 2020) to produce yarn worldwide. However, the drawbacks of this system cannot be 
underestimated. Production in ring spinning systems has various limits that affect the yarn quality 
such as low speed, requiring additional processes (winding, roving, etc.), excessive heat and 
dissipation in travelers (Bakash et al., 2020; Goyal, 2019). For these reasons, it is essential to do 
process control to eliminate any unfavorable situation in the final yarn quality. The sequential flow 
in the spinning process makes it fundamental to control each process as the performance of the 
machines in the spinning line consecutively affects each other (Ghosh & Majumdar, 2012).  

Spinning back zone draft (break draft), roving hank and cot diameter are three process 
parameters that affect the quality of produced yarn in the spinning process. Combining these three 
factors in appropriate scales is quite important to obtain better yarn quality (Bakhsh et al., 2020; 
Ghane et al., 2008; Su & Jiang, 2004). In the drafting process, necessary drafts are adjusted for 
attenuating fibers in roving. Furthermore, the economy of the machine is directly influenced by the 
final break rate and thickness of the roving hank since these can increase yarn quality and decrease 
cost in production (Ghodke et al., 2021). Similarly, the front cot diameter affects the strength of 
the yarn in the spinning process and plays an important role in fiber cohesion (Ghane et al., 2008; 
Xu, 2005). Thus, finding optimal processes among them is the question that needs to be 
investigated to have better yarn quality at low costs. 

Studies found that high levels of drafting can cause breakages and irregularity in yarn, and 
reduce yarn strength (Su & Jiang, 2004). Especially, as Bakhsh et al. (2020) state, the correct 
adjustment in the break draft is essential as the evenness in the yarn quality highly depends on this 
process. In Khan et al. (2020)’s study, in which they investigated the effect of roving number and 
break draft ratio on compact ring yarn quality, coarser roving was found to increase yarn 
irregularities (U%) and IPI values as this type of roving need higher draft ratio which causes a 
poorer control on floating fibers. Moreover, they stated that in coarser roving, the increased break 
draft ratio led to a decrease in yarn irregularity and improved yarn strength while in finer roving 
high break draft ratio increased yarn unevenness.  

In a study conducted by Zeybek (2020) on cot diameter and yarn quality, the cot hardness 
was kept constant and the effect of two different cot diameters on the physical properties of yarn 
was investigated. The results revealed that using bigger diameters, especially in the front cot can 
lead to better yarn qualities.  

In this study, the effect of break draft ratio, roving hank and cot diameter on the physical 
properties of yarn in terms of the quality parameters in ring spinning has been investigated. 

 
1 Doktor,  
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Regression analysis has been used to understand the effect of these three independent factors on 
the irregularities, hairiness, IPI values and strength of ring spinning cotton yarn. This research will 
help characterize the variability of ring process settings to optimize the quality of the yarn. 

Materials and Method 

Cotton fiber samples, which were created by taking samples from various parts of the cotton 
blend used in the study, were measured with the Uster HVI 1000 test device. The HVI test system 
has great importance in determining fiber properties and establishing a standardization with a single 
device (Bedez Ute, 2012). The measurements were carried out at 20±2ºC temperature and 65±2% 
relative humidity (standard atmospheric conditions) and three tests were performed for each 
sample taken in the test system. The average values found as a result of these measurements are 
shown in Table 1. 

Table 1. Uster HVI 1000 measurement values of the cotton fiber 

 Mean Standard Deviation 

Spinning Consistency Index 

Micronaire (µg/inch) 

147 

4,80 

5,0 

0,11 

UHML (mm) 

Maturity Index 

Uniformity Index (%) 

30,17 

0,86 

84,3 

0,47 

0,01 

0,6 

Short Fiber Index (%) 8,1 0,7 

Strength (g/tex) 31,3 0,2 

Elongation (%) 4,4 0,1 

Reflectance (Rd) 75,5 0,9 

Yellowness (+b) 8,3 0,3 

 

These machines were used respectively in the production of the samples in this study; 
UniFloc A-11, UniClean B-11, UniMix B 7/3, UniFlex B 60, Card C 70, Draw frame SB-D 45, 
UniLap E 30, Comber E 86, Draw Frame RSB-D 30, Roving F 16, and Ring G 33. 

In the sample production, 10 roving bobbins with a length of 500 meters were produced 
from the blend used, and yarn samples with the number Ne 30/1 were produced from these roving 
bobbins. A total of 80 cops were produced on the ring spinning machine, 10 for each combination. 
In order to eliminate the machine-related reasons that may cause different results in the 
measurements of the combed ring yarns produced in the ring spinning machine in cop form with 
the Uster Tester 4 device, the production was carried out using the same spindles of the roving and 
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ring spinning machines. The parameters set for this study in the sample yarn production are 
presented in Table 2. 

Table 2. Parameters for the sample yarn production 

Yarn number Parameters in yarn production  

 

 

 

 

Ne 30/1 

Card, 1. and 2. Draw Frame Sliver (Ne) 0,120 

Roving Hank (Ne)                                      0,90 – 1,20 

Roving Twist (T/inch) 1,28 

Yarn Twist (T/m) 798 

Ring Speed (rpm) 

Break draft (G33) 

14500 

1,14 – 1,19 

Ring traveler type and ISO number PM Udr Saphir – 40,0 

Pin spacer size (mm) 

Cot diameter (mm) 

Cot hardness (shore) 

3,50 

28,20 – 30,30 

63 

As seen in Table 2, two different values were set for the chosen parameters of the spinning 
system roving hank (Ne), for break draft (G33), and for cot diameter (mm). The coded levels and 
their actual values are presented in Table 3. 

Table 3. Independent factors and their values 

Factor with symbol 
Coded values and actual values 

-1 1 

Break Draft, X1 1.14 1.19 

Roving Hank, X2 0.90 1.20 

Cot Diameter, X3 28.20 30.30 

Results and Discussion 

The mean values of irregularity, IPI values, hairiness and strength of the yarns produced 
through independent variable in different values (coded as -1 and 1) are presented in Table 4. 

Table 4. The mean values of the physical properties of yarn in terms of quality parameters 

Factors Physical Properties of Yarn (Means) 

X1 X2 X3 CVm (%) 
Thin 

(-50%/km) 
Thick 

(+50%/km) 
Neps 

(+200%/km) 
H 

Tenacity 
(cN/tex) 

-1,00 -1,00 1,00 11,57 ,50 4,00 12,00 5,41 17,55 

-1,00 -1,00 -1,00 11,69 1,30 8,80 15,80 5,37 17,61 

1,00 -1,00 1,00 11,54 2,30 6,80 15,80 5,54 17,14 

-1,00 1,00 -1,00 11,79 2,80 7,00 14,30 5,26 17,37 

1,00 1,00 1,00 11,63 1,50 5,30 12,50 4,90 17,23 

1,00 1,00 -1,00 11,97 ,50 6,80 14,80 5,09 17,56 

1,00 -1,00 -1,00 11,81 4,50 11,30 15,00 5,27 17,36 

-1,00 1,00 1,00 11,61 1,00 3,50 11,50 5,27 17,06 
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The results of the regression analysis to understand the effect of break draft, roving hank 
and cot diameter on physical properties of yarn are presented in Table 5 below. 

Table 5. The results of regression analysis on the factors affecting physical properties of yarn 

Depen. 

Variables 

Indepen. 

Variables 
B 

Stand

.Dev. 
β T p 

Pairwise 

r 

Partial 

R 
R R2 F p 

CVm(%) 

Constant 11.701 .022  529.115 .000   

.946 .895 11.334 .020* 
X1 .036 .022 .266 1.639 .177 .266 .634 

X2 .049 .022 .358 2.204 .092 .358 .741 

X3 -.114 .022 -.834 -5.114 .007* -.834 -.932 

Thin  

(-50%/km) 

Constant 1.800 .525  3.426 .027   

.561 .315 .613 .641 
X1 .400 .525 .315 .761 .489 .315 .356 

X2 -.350 .525 -.276 -.666 .542 -.276 -.316 

X3 -.475 .525 -.374 -.904 .417 -.374 -.412 

Thick 

(+50%/km) 

Constant 6.688 .397  16.843 .000   

.943 .888 10.604 .023* 
X1 .862 .397 .363 2.172 .096 .363 .736 

X2 -1.038 .397 -.437 -2.613 .059 -.437 -.794 

X3 -1.788 .397 -.752 -.4.502 .011* -.752 -.914 

Neps 

(+200%/km) 

Constant 13.963 .440  31.759 .000   

.837 .701 3.129 .150 
X1 .563 .440 .350 1.279 .270 .350 .539 

X2 -.687 .440 -.427 -1.564 .193 -.427 -.616 

X3 -1.013 .440 -.629 -2.303 .083 -.629 -.755 

H 

Constant 5.264 .054  97.197 .000   

.809 .654 2.725 .196 
X1 -.064 .054 -.346 -1.177 .304 -.346 -.507 

X2 -.134 .054 -.726 -2.470 .069 -.726 -.777 

X3 .016 .054 .088 .300 .779 .088 .148 

Tenacity 

(cN/tex) 

Constant 17.360 .069  251.266 .000   

.693 .480 1.233 .407 
X1 -.038 .069 -.196 -.543 .616 -.196 -.262 

X2 -.055 .069 -.287 -.796 .471 -.287 -.370 

X3 -.115 .069 -.600 -1.664 .171 -.600 -.640 

 

When the pairwise and partial correlations between independent variables and CVm (%) 
values are examined, it has been found that there is a positive but low relationship between break 
draft and CVm (%) mean value (r=.26). However, when other variables are taken under control 
the correlation between these two variables has been calculated as r=63. There is a positive and 
low-level relationship between roving hank and CVm (%) mean value (r=35), but when the other 
two variables are taken under control this relationship is calculated as r=74. When the relationship 
between cot diameter and CVm (%) values is investigated, a negative and high-level relationship is 
observed (r=-.83) and when the other variables are taken under control this relationship is observed 
as r=-.93. Break draft, roving hank and cot diameter, all together, have a significant and high level 
correlation with CVm (%) mean value, R=.946, R2=.895, p<.05. These three independent variables 
explain 89% of the variance in CVm (%) value. According to the standardized regression coefficient 
(β), the order of importance of the independent variables on CVm (%) mean value is; cot diameter, 
roving hank and break draft. When the T-Test results on the significance of regression coefficients 
are examined, it can be noticed that only cot diameter has a significant effect on CVm (%) values.  

The physical properties of yarn can be affected by the variation of mass per unit along the 
yarn and this is generally defined as yarn irregularity or unevenness (Eyasu et al., 2018). As Bakhsh 
et al. (2020) stated, setting the correct ratio in the break draft plays an important role in yarn quality 
as the incorrect ratio can increase the irregularity in the final product. The analysis results 
demonstrated that the combinations defined in this study for break draft ratio, roving hank and cot 
diameter have a significant effect on CVm (%) values. In other words, the optimum results have 
been obtained by the combination of (X1:1, X2: -1, X3:1), i.e. break draft ratio= 1.19, roving hank= 
0.90 and cot diameter= 30.30 (Mean Value=11.54). The results also revealed that cot diameter 
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plays a crucial role in yarn irregularity as the bigger the diameter gets the lesser will be the CVm 
(%) values. This result supports the previous findings on cot diameter and yarn irregularity (Ghane 
et al., 2008; Xu, 2005, Zeybek, 2020).  

The pairwise and partial correlations between independent variables and Thin (-50%/km) 
mean value are examined, a low level and positive relationship is found between break draft and 
Thin (-50%/km) mean value (r=.31) and a similar result is obtained when the other variables are 
taken under control r=.35. Furthermore, there are also low level but negative relationships between 
roving hank (r=-.27) and Thin (-50%/km) mean value, and between cot diameter (r=-.35) and Thin 
(-50%/km) mean value. The correlations are calculated as r=-.31 for roving hank and Thin (-
50%/km) and as r=-.41 for cot diameter and Thin (-50%/km) when the other variables are taken 
under control. The three independent variables have a medium level correlation between Thin (-
50%/km) mean value, which is not a statistically significant result, R=.56, R2=31, p>.05. They, all 
together, explain only the 31% of the variance on Thin (-50%/km) value. According to the 
standardized regression coefficient (β), the order of importance of the independent variables on 
Thin (-50%/km) values is; cot diameter, break draft and roving hank. When the T-Test results on 
the significance of regression coefficients are examined, it is found that all three independent 
variables do not have a significant effect on Thin (-50%/km) values. 

The correlations for Thick (+50%/km) show that in terms of pairwise and partial 
correlations, there is a positive and low level relationship between break draft and Thick 
(+50%/km) mean values (r=.36). However, when other variables are taken under control this 
relationship increases by r=.73. The relationship between roving hank and Thick (+50%/km) 
values demonstrates a negative and medium relationship (r=-.43) and when other variables are 
taken under control the relationship between the two is observed as r= -.79. There is a negative 
but high level relationship between cot diameter and Thick (+50%/km) values (r=-.75) and when 
other independent variables are taken under control, this relationship is even higher as r=-.91. 
Break draft ratio, roving hank and cot diameter together have a significant positive and high level 
correlation between Thick (+50%/km) values, R=.94, R2=.88, p<.05. Altogether, they explain the 
88% of the variance in Thick (+50%/km) values. The standardized regression coefficient (β) 
indicates that in terms of the order of importance on Thick (+50%/km) values cot diameter comes 
first followed by roving hank and break draft. Moreover, the T-test results on the significance of 
regression coefficients show that only cot diameter has a significant effect on Thick (+50%/km) 
values.  

The regression analysis on Neps (+200%/km) values reveals that between break draft and 
Neps (+200%/km) values, the pairwise correlation indicates a low level positive relationship 
(r=.35) and this becomes r=.53 in partial correlation. A negative and medium level relationship is 
observed between roving hank and Neps (+200%/km) values (r=-.42) and when other 
independent variables are taken under control, the relationship is as r=-.61. The pairwise 
correlation between cot diameter and Neps (+200%/km) values show a similar relationship, i.e. 
there is a medium level and negative relationship (r=-.62). When other variables are taken under 
control, this relationship between them is as r=-.75. The three independent variables together have 
a high level positive correlation between Neps (+200%/km) values, but this correlation is 
statistically significant, R=.83, R2=.70, p >.05. They have been found to explain the 70% of the 
variance in Neps (+200%/km) values. According to the standardized regression coefficient (β), the 
order of importance of the independent variables on Neps (+200%/km) values is: cot diameter, 
roving hank and break draft. As the T-Test results suggest, none of the independent variables has 
a significant effect on Neps (+200%/km) values in terms of the significance of regression 
coefficients.  
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Imperfection is usually defined as the extremes in variation in yarn and these are thin/thick 
places and neps (Eyasu et al., 2018). According to the regression analysis results, the combinations 
of independent variable values do not have a significant effect on Thin (-50%/km) and Neps 
(+200%/km) values. However, the combinations defined in this study for these variables were 
found to affect significantly Thick (+50%/km) values in the sample cotton yarns. That is, the 
optimum quality was obtained by (X1: -1, X2: 1, X3: 1) combination concerning Thick (+50%/km) 
values (Mean Value=3.5). This indicates that choosing a smaller break draft ratio and roving hank, 
and a bigger cot diameter can lead to a better yarn quality. Furthermore, similar to CVm (%) results, 
only cot diameter was found to have a significant effect on Thick (+50%/km) values and there is 
a negative correlation between the two variables. Although no statistically significant effect was 
observed between cot diameter and Thin (-50%/km) and Neps (+200%/km) values, again cot 
diameter has the highest regression coefficient (β) values. Thus, cot diameter can be considered as 
an important factor in the physical properties of cotton yarns, especially for IPI values. 

The correlations for hairiness (H) values indicate that for both break draft (pairwise r=-. 34 
and partial r=-.50 and cot diameter (pairwise r=.08 and partial r=.14) the relationship is low. 
However, there is a negative high relationship between roving hank (r=-.72) and H values and 
when the other independent variables are taken under control, the relationship is as r=-.77. The 
three independent variables have a high level and positive correlation with H values, but this 
correlation is not statistically significant, R=.80; R2=.65, p>.05. These variables explain 65% of the 
variance in H values. According to the standardized regression coefficient (β), the order of 
importance of the independent variables on H values is: roving hank, break draft and cot diameter. 
The T-Test on the significance of the regression coefficients indicates that no independent 
variables have a significant effect on H values.  

Hairiness is defined as the abundance of fiber loops or ends that moves freely which not 
only affects yarn quality but also deteriorates the performances of consecutive processes in 
spinning (Eyasu et al., 2018). According to the results found in this study, the defined combinations 
of the independent variable values did not show any significant effect on hairiness values. The main 
function of cot is to support the drafting process by applying equal pressure on the fiber surface. 
Thus, instead of the cot diameter, hairiness is anticipated to be affected mostly by other factors 
such as the roving hank and the relationship between ring diameter and travelers. As found in the 
results of this study, roving hank is the most important factor among all three independent variables 
according to the standardized regression coefficient (β).  

Finally, the regression analysis on Tenacity (cN/tex) values reveals that all independent 
variables have a negative pairwise relationship with Tenacity (cN/tex) values while the relationship 
with the variables break draft (pairwise r=-.19 and partial r=-.26) and roving hank (pairwise r=-.28 
and partial r=-.37) is quite low, it is in medium level with cot diameter (pairwise r=-.60 and partial 
r=-.64). The independent variables, together, have a medium level positive correlation with 
Tenacity (cN/tex) values, but this correlation is not statistically significant, R=.69, R2=.48, p>.05. 
They explain 48% of the variance in Tenacity (cN/tex) values. According to the standardized 
regression coefficient (β), the order of importance of the independent variables on Tenacity 
(cN/tex) values is: cot diameter, roving hank and break draft. When the T-Test results on the 
significance of regression coefficients are examined, none of the independent variables are found 
to have a significant effect on Tenacity (cN/tex) values.  
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Conclusion 

This study aimed to investigate the effect of break draft ratio, roving hank and cot diameter 
on cotton yarn quality parameters in ring spinning. The results revealed that, for the value 
combinations defined in this study for independent variables, significant findings were found only 
for CVm (%) and Thick (+50%/km) values; i.e. higher and bigger ratios in break draft, roving hank 
and cot diameter lead to low irregularity and lower ratios in break draft and roving hank and bigger 
cot diameter lead to lower thick places in the yarn. 

 



Zeybek, Ahmet; The Effect of Break Draft, Roving Hank and Cot Diameter on Physical Properties of Yarn 
in Ring Spinning 
 
 

25 
 

REFERENCES 

Bakhsh, N., Khan, M. Q., Ahmad, A., & Hassan, T. (2020). Recent advancements in cotton 
spinning. In Cotton Science and Processing Technology (pp. 143-164). Springer, Singapore. 

Bedez Ute, T. (2012). Sirospun Pamuk İpliklerinde İplik Özellikleri İle Lif Özellikleri 
Arasındaki İlişkinin Fonksiyonel Olarak Tahminlenmesi Üzerine Bir Araştırma. Doktora Tezi, Ege 
Üniversitesi, Fen Bilimleri Enstitüsü, İzmir. 

Eyasu, F., Sakthivel, S., & Bewuket, T. (2018). Effect of spinning top front roller rubber cots 
shore hardness on yarn quality. International Journal of Industrial Engineering, 2(1), 7-14. 

Ghane, M., Semnani, D., Saghafi, R., and Beigzadeh, H. (2008). Optimization of top roller 
diameter of ring machine to enhance yarn evenness by using artificial intelligence. Indian Journal 
of Fibre and Textile Research, 33, 365-370. 

Ghodke, V., Singh, H., Wadwankar, A., Patil, N., & Kulkarni, K. (2021). Brief overview of 
the automation process in speed frame machine. International Research Journal of Modernization 
in Engineering Technology and Science, 3(9), 119-123. 

Ghosh, A. & Majumdar, A. (2012). Process control in drawframe, comber, and speed frame. 
In Process control in textile manufacturing (pp. 158-190). Woodhead Publishing, USA. 

Goyal, A. (2019). Yarn Formation and Recent Developments. In Fibres to Smart Textiles 
(pp. 31-61). CRC Press. 

Khan, M. K. R., Hasan, M. M., & Haque, A. K. M. M. (2020). Investigating the effects of 
some process parameters on the quality of coarse compact yarn produced from carded roving. J 
Textile Eng Fashion Technol, 6(6), 251-255. 

Su, C. I., & Jiang, J. Y. (2004). Fine count yarn spun with a high draft ratio. Textile Research 
Journal, 74(2), 123-126. 

Xu, Z. G. L. (2005). Spinning Test of Big Diameter Spinning Top Roller [J]. Cotton Textile 
Technology, 9. 

Zeybek, A. (2020). Ön ve Arka Manşon Çapı Farklılıklarının Karde Ring İplik Kalite 
Parametreleri Üzerine Etkisi. Uluslararası Doğu Anadolu Fen Mühendislik ve Tasarım Dergisi, 2(2), 
380-400. 

 



Gürevin, Bilal & Güney, Emin & Kalkan, Samed; Artificial Neural Network-Based Stock Market Forecast 
 
 

26 
 

 

Artificial Neural Network-Based Stock Market Forecast 

 

Bilal GÜREVİN 1 
Emin GÜNEY 2 

Samed KALKAN 3 

 

Introduction 

As human beings open their eyes to life due to their nature, they live in the sense of curiosity 
to learn the information they do not know. As human beings open their eyes to life due to their 
nature, they live in the sense of curiosity to learn the information they do not know. Because the 
past is the future field, this search provides the basis for the formation of prediction ability and, 
therefore, the construction of prediction models. 

While making predictions, human beings analyze the information they have learned and their 
past experiences and thus try to comment on the future. In the prediction models, more reasonable 
interpretations can be made about the future by processing the information obtained in the past 
through statistical procedures and transforming them into data.  

Finance and investment sectors stand out among the sectors where the need for forecasting 
is felt the most. Many traditional forecasting models used in these sectors have been used as guiding 
tools for decision makers for decades. It is an undeniable fact that the algorithms used in artificial 
intelligence together with the advancing technology and the contribution of these traditional 
models to the further prediction power brought by them is an undeniable fact. Artificial neural 
networks, one of the artificial intelligence tools, are among the most used models for prediction. 

In this study, it is tried to predict the BIST-100 index, which is a prominent indicator in the 
financial sector, using artificial neural networks. Based on the fact that the economy is a whole of 
relations, the selected macroeconomic indicators that guide the markets, and among these 
indicators, the data related to the manufacturing sector, which have been tested in the literature at 
the point of causality and relationship criteria, are used as input data. By including studies showing 
the link between causality and relationship between indicators, selected indicators of the TSI 
(Turkey Statistical Institute) and Central (Central Bank of the Republic of Turkey) monthly 
periodical data, compiled the data set has been demonstrated artificial neural networks forecast 
results with the help of the software tool. 

Related Works 

When the literature about financial investment instruments is examined, it is thought that 
macroeconomic indicators are related to many indices and indicators in the stock market, and it is 
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seen that many studies have been carried out on the causality and relationship between 
macroeconomic indicators and financial indicators. 

Sayılgan ve Süslü has examined the interaction of macroeconomic factors with stock earnings 
in Turkey and developing country markets (Sayılgan et al., 2011). Masuduzzaman has investigated 
whether there is a relationship between the German and UK consumer price index, industrial 
production index, exchange rates and interest rates in the short and long term, and determined the 
interaction between selected indicators and stock indices (Masuduzzaman, 2012). In her study, 
Koyuncu mentioned the significant effect of the industrial production index on BIST-100 by 
expressing the relationship between the BIST-100 index, IPI (Industrial Production Index), real 
economic growth, interest rates and inflation rates (Koyuncu, 2018). 

Hacıhasanoğlu and Soydaş emphasized that changes in macroeconomics will affect stock 
market indices (Erk et al., 2011). Uzun and Gungor mentioned that stocks in the stock market are 
affected by selected macroeconomic indicators and that their effects in developed countries and 
developing countries are different and there is no consensus on the relationship direction and level 
of indicators and as a result they stated that there is an interaction between the stock market and 
macro indicators at various levels (Uzun et al., n.d.). Herve et al. used the industrial production 
index, consumer price index, real exchange rate and money supply as indicators in their study, 
where they subjected the economic indicators to the causality tests in the literature, especially in 
Ivory Coast (Herve et al., 2011). Dizdarlar and Derindere examined the effects of economic 
indicators on the BIST-100 index by considering 14 factors including capacity utilization rate, 
industrial production index and consumer price index. They mentioned that there is a relationship 
between selected economic indicators(Dizdarlar et al., 2008). 

Akkum and Vuran concluded that the relationship between the industrial production index 
and the stock market index was not as expected in their study based on the data of a number of 
companies (Vuran et al., 2005). In the study conducted by Kaya, Çömlekçi et al., The relationship 
between BIST-100 index and macroeconomic indicators was examined, and the industrial 
production index and 3 other indicators were used. As a result, they stated that they could not find 
a statistically significant relationship between stock indices, interest rate and industrial production 
index(V. Kaya et al., 2013) . In their study, Aktaş and Akdağ examined the effects of indicators 
such as interest rate, consumer price index, exchange rate, unemployment rate, industrial 
production index, export amount, capacity utilization rate, gold prices, consumer confidence index 
and crude oil prices on the stock market index and they showed that they were in interaction (Aktaş 
et al., 2013). In her article, Ay examined the causality relationship and argued that there is a long-
term interaction between the real sector confidence index (IACI) and the industrial capacity 
utilization rate (CUR), which are macroeconomic indicators that allow the increase and decrease in 
production activities (Ay, 2019). 

Eyüboğlu and Eyüboğlu, examining the relationship between economic confidence index 
data and 3 different Borsa Istanbul indices (BIST-100, BIST-Sinai, BIST-services), they stated that 
there is a long-term relationship between the indices (Eyüboğlu et al., n.d.). Fattah and Kocabıyık 
in their article investigated the relationship between macroeconomic variables and the BIST-100 
index, they concluded that the consumer price index has an effect on stock market stocks 
(Kocabıyık et al., 2020).  

In the studies of Coşkun et al mentioned that the industrial production index is an indicator 
of economic activities and therefore will affect the future cash flow and stock markets while 
examining the relationship of macroeconomic indicators with the stock index (Coskun et al., 2016). 
Küçükçaylı and Akıncı stated that there is a relationship between various indicators, examining the 



Gürevin, Bilal & Güney, Emin & Kalkan, Samed; Artificial Neural Network-Based Stock Market Forecast 
 
 

28 
 

interaction between consumer confidence index, industrial production index, BIST-100 index, as 
well as some other economic indicators (Küçükçaylı et al., 2018). 

On the other hand, Bremmer concluded that there is a short-term relationship between stock 
indices and consumer confidence index, but there is no long-term interaction in his test with 9 of 
the stock market stock indices in addition to the consumer confidence index indicator (Bremmer, 
2008). Topuz investigated the relationship between consumer confidence index and stock values 
in his study and found that there was a positive correlation tendency between indicators (Topuz, 
2011). 

As a result of the above literature research, in this study observed relationship between 
capacity utilization rate belonging to manufacturing sector, industrial production index, real sector 
confidence index indicators and other macroeconomic indicators such as economic confidence 
index, consumer price index and consumer confidence index are considered appropriate to be used 
as input variables in the prediction model. In the light of this information, when we look at the 
studies on the predictive ability of the artificial neural network (ANN) that we will use as a 
prediction tool in our study, it is seen that ANN contributes to many different fields and studies 
on stock market prediction. 

Nasuhoğlu analyzed the accuracy of the results using the sales data of the past by creating a 
forecast model with an artificial neural network (ANN) to control the inventory cost of a pharmacy 
(Nasuhoğlu, 2019). Kıratlı et al. estimated the sales data, which it took as a sample with the help of 
selected macroeconomic indicators such as gross domestic product (GDP), real sector confidence 
index, investment expenditures, consumption expenditures, consumer confidence index, dollar rate 
and time criteria, with artificial neural networks in order to help decision makers in the automotive 
industry (Karaatlı et al., 2012). 

Avcı examined the daily returns of some stocks in the BIST-30 index in terms of estimation 
difficulties using Artificial Neural Networks (ANN) Models (A. Emin, n.d.). Kantar stated that 
ANN performance results were more effective by making a prediction study on the BIST-100 
index using selected macroeconomic indicators with the help of artificial neural networks and 
comparing it with the other model she determined (Kantar, n.d.). On the other hand, Yakut et al. 
compared the estimation ability of artificial neural networks with support vector machines by using 
daily data of BIST-50 values of previous periods (Yakut et al., 2014). Çalışkan and Deniz tried to 
estimate the daily transaction data of 27 stocks determined in the BIST-30 index using the artificial 
neural network model (Çalışkan et al., 2015). 

Methodology 

Artificial Neural Networks 

Artificial neural networks are a computer system that is based on the learning function of the 
human brain from experience rather than the algorithmic computational structure of traditional 
computers, inspired by the highly complex, nonlinear and parallel structure of the human brain. 
ANN consists of a large number of interconnected process elements called artificial nerve cells. 
Each link between cells has a weight value, and the artificial neural network calculates through the 
weights in these connections. The learning function is realized through examples given as an 
introduction to the network (Öztemel, 2003). 

 

Biological Structure of Artificial Neural Networks 
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The functioning of the brain, which is the most important decision mechanism of the 
nervous system, takes place through communication between cells. In the human brain, where 
there are two types of cells, namely neuron cells and glial cells, the main components of the nervous 
system and brain functions are composed of three parts: neurons, cell body, dendrite and axon 
(Saatçioğlu, 2016). The general structure of the biological nerve cell is given in Figure 1.  

 

Figure 1. The general structure of the biological nerve cell 

The biological nervous system elements and their corresponding functions of the artificial 
nervous system are given in Table 1. Here, the biological nervous system is divided into parts and 
the artificial neural network element corresponding to each element is shown. 

Table1. Comparison of biological nervous system and artificial nervous system (Öztürk et al., 2018) 

Biological Nervous System Artificial Nervous System 

Neuron Processor Element 

Dendrite Addition Function 

Cell Body Transfer Function 

Axons Artificial Neuron Output 

Synapses Weights 

 

As seen in Figure 2, n data are entered into the existing cell. The data entered into the network 
is multiplied by the weights and all of the data is collected. After that, the estimate is added and the 
resulting net decision is obtained. The net input is passed through the activation function and the 
output of the network is obtained (Öztürk et al., 2018). 

 

Figure 2. Basic structure of artificial nerve cell (Saatçioğlu, 2016) 

Artificial neural networks have a parallel distributed structure that is interconnected. It is 
similar to the human brain in two ways, although it consists of units that have a natural tendency 
to store and make available experiential knowledge; 

1. Knowledge is acquired by the network through a learning process. 

2. Connection values between neurons are used to store information acquired by the network  
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In the process of training the network in ANN, changing the weight values of the cell element 
connections is performed. For the learning process of the network, the weight values must be 
changed repeatedly in order to reach the real value of these random cell values at the beginning. 
The network has different learning models regarding learning types. Some of these are as follows 
(Yılmaz, 2019); 

• Perceptronlar, Adaline  
• Support Vector Machine 
• Multilayer Perceptron Models  
• Vector Quantization Models (LVQ) 
• Hopfield Networks 
 

Structure of Artificial Neural Networks 

Artificial nerve cells come together to form an artificial neural network. Although the 
connection of nerve cells to each other is not random, connections are formed in layers. Generally, 
cells are in 3 layers. Each layer comes together in parallel to form the network. These layers are: 

Input layer: Process elements in this layer are responsible for receiving information from the 
outside world and transferring it to intermediate layers. In some networks, there is no information 
processing at the input layer. 

Interlayer: Information from the input layer is processed and sent to the output layer. The 
processing of this information is carried out in intermediate layers. There can be multiple 
intermediate layers for a network. 

Output layer: Process elements in this layer process the information coming from the 
intermediate layer and produce the output that the network needs to produce for the input set 
presented from the input layer, and in this way the information is transmitted to the outside world. 

 

Figure 3. ANN General Network Structure (Çevik et al., 2012) 

Artificial neural networks can be classified according to the direction of neural connections; 

• Feed Forward ANN; Feed Forward ANN has a single weight layer where the inputs are directly 
connected to the outputs. In this network, all neurons are directed forward. Each neuron in the 
layer is connected to another neuron in the next layer without a feedback link (Chauhan et al., 
2012). 

• Multi Layer Feed Forward ANN; At the input, the input layer consists of one or more hidden 
layers and an output layer with output nodes from which the error is calculated. The input data is 
sent from the previous layer to the next layer and finally to the output layer. Such networks are 



Gürevin, Bilal & Güney, Emin & Kalkan, Samed; Artificial Neural Network-Based Stock Market Forecast 
 
 

31 
 

called Multi Layer Feed Forward ANN (Chauhan et al., 2012). Figure 4 shows a multilayer feed 
forward network structure with 3 neurons in the input layer, 6 neurons in a single hidden layer, 
and 3 neurons in the output layer. 

• Feedback ANN; Feedback In ANN, a cell is fed from cells in at least one layer after it, and is a 
type of network where output and intermediate layer outputs are fed back to input units or 
previous intermediate layers. This allows entries to be transferred both forward and backward. 

 

Figure 4. Multi-layer feed forward ANN design 

 

 

Figure 5. Feedback Network Architecture (İ. Kaya et al., 2005) 

Experimental Results 

In this study the design of the neural network was done on the Neural Network Tool 
(NNTool) offered by Matlab® program. In order for ANN to work faster, using Equation 1, 
normalization was performed in the range of [0 1]. And the results were evaluated by denormalizing 
again.  

As a data set, 158 data of 7 different macroeconomic indicators, including economic 
confidence index, industrial production index, real sector confidence index, consumer confidence 
index, capacity utilization rate, consumer price index data, BIST-100 index, were supplyed from 
TUIK, BIST and Central Bank data. Some of the macroeconomic indicator data collected between 
January 2007 and February 2020 are as shown in Table 2.  



Gürevin, Bilal & Güney, Emin & Kalkan, Samed; Artificial Neural Network-Based Stock Market Forecast 
 
 

32 
 

The data used in this study are not seasonally adjusted due to the ability of ANN to learn 
seasonal patterns during training, as the process of seasonalization of the data may eliminate the 
non-linear feature of the data (Polat et al., n.d.). 

Table 2. Instance macroeconomic indicator data of 2007 

 

 

                   

(1) 

As the input of the network, 142 data sets consisting of economic confidence index, 
industrial production index, real sector confidence index, consumer confidence index, capacity 
confidence index and CPI data were created. It is aimed to estimate 142 BIST-100 index values at 
the exit. As the test data set, 16 data sets that have never been shown to the network before and 
expected to forecast by network outputs were used. Looking at the design of the artificial neural 
network, there is an input layer consisting of 6 neurons, an intermediate layer and an output layer 
consisting of 1 neuron (Figure 6). Different results were observed by trying the number of neurons 
in the intermediate layer between 14-20. The number of iterations was determined as 1000. 
Levenberg-Marquardt as training function and sigmoid transfer function as activation function 
were used.  

There are some indicators used in the performance evaluation of the artificial neural network. 
MAE, RMSE, MSE, MAPE, R2 values are the main indicators. Since R2 represents accuracy, it is 
expected to be high. On the other hand, MAE, RMSE, MSE values are expected to be low since 
they express the error (Gültepe, 2019; Kantar, n.d.). R2 and MSE values are expressed in Table 3 
in order to make the best performance evaluation. Looking at the table, the highest educational 
success was achieved in the interlayer with 19 neurons, the highest verification success in the 
interlayer with 19 neurons, the highest test success in the interlayer with 15 neurons, and the lowest 
MSE value in the design with 17 neurons. 

 

Years Months 

Economic 

Confidence 

Index 

Industrial 

Production 

Index 

Real Sector 

Confidence 

Index 

Consumer 

Confidence 

Index 

The capacity 

utilization 

rate 

Consumer 

price index 

BIST 100 

index 

2007 January 113,2 60,2 117 78,6 80,4 135,84 41182,55 

2007 February 110,4 60,8 113,3 79,5 78,7 136,42 41430,99 

2007 March 110,7 70 113,7 79,2 81 137,67 43661,12 

2007 April 111,9 66,2 115,9 80,4 82,1 139,33 44984,45 

2007 May 106,1 71,4 106,8 81,7 82,8 140,03 47081,49 

2007 June 109,7 70,7 109,7 80,9 83,8 139,69 47093,67 

2007 July 111 69,2 111,1 82,3 84,1 138,67 52824,89 

2007 August 113,7 68,5 113,8 85 81,8 138,7 50198,6 

2007 September 112,4 70,9 110,8 83,9 82,9 140,13 54044,22 

2007 October 109,5 70,3 108 83 83 142,67 57615,72 

2007 November 108,9 75,3 109 79,3 82,5 145,45 54213,82 

2007 December 110,4 68 110,5 80,7 80,7 145,77 55538,13 

min

max min

'
X X

X
X X

−
=

−
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Figure 6. Network topology used in ANN design 

 

Table 3.Regression and MSE outputs 

 

 

 

 

 

 

On the other hand, in the literature, MAPE error rate is defined as “very good” if it is below 
10%, and “good” if it is between 10% and 20% (Aslay et al., 2013). In this design, the system 
performance can be described as good according to the MAPE error value of 15% in Table 4. 

Table 4. Error indications 

MAE 0,12913237 

RMSE 0,161739872 

MAPE 0,151930796 

Table 5 shows some of the ANN output values obtained by using BIST-100 index values 
and different neuron numbers. Outputs and expected outputs of 16 BIST-100 index test data 
estimated by ANN are as shown in Figure 7. 

 
 
 
 
 
 
 
 

Neuron Training R Verification R Test R Common R MSE 

14 0.976 0.971 0.973 0.974 0.0024 

15 0.973 0.956 0.988 0.973 0.0046 

16 0.977 0.960 0.973 0.973 0.0039 

17 0.964 0.984 0.978 0.969 0.0017 

18 0.971 0.966 0.982 0.972 0.0042 

19 0.984 0.985 0.983 0.983 0.0020 

20 0.975 0.971 0.977 0.973 0.0037 



Gürevin, Bilal & Güney, Emin & Kalkan, Samed; Artificial Neural Network-Based Stock Market Forecast 
 
 

34 
 

70000

80000

90000

100000

110000

120000

130000

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16

Expected 14_Neuron 15_Neuron 16_Neuron

17_Neuron 18_Neuron 19_Neuron 20_Neuron

 

 

 

 

 

 

 

 

 

 

 

Figure 7. Graphical representation of network outputs with different neuron numbers. 

 

Table 5.Network outputs with different number of neurons 

Conclusions 

In this study, macroeconomic indicators such as economic confidence index, industrial 
production index, real sector confidence index, consumer confidence index, capacity utilization 
rate, consumer price index data, BIST-100 index, which are found to have causality and 
relationships, It is aimed to show the relationship between the output values of the model and the 
actual values by presenting the prediction model with the artificial neural networks with strong 
predictive direction. As a data set, 158 data of economic confidence index, industrial production 
index, real sector confidence index, consumer confidence index, capacity utilization ratio, 
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consumer price index, BIST-100 index between 2007 January and February 2020 are included in 
the model. 

While some researchers state that the interaction of macroeconomic values, which is stated 
to have an interaction in the literature, on the BIST-100 index is consistent, it is seen by the research 
results that the same indicators do not interact by others. When we look at Figure 7 where the 
criteria we have determined based on these expressions the artificial neural network is trained and 
the estimation harmony of the estimation outputs with the real values is shown it is seen that the 
predicted values make serious deviations after a certain trend of harmony with the stock market 
index. Changes in the number of neurons in the model show that this change affects the predictive 
power of the model. However, even the model with 19 neurons that are fully compatible among 
the changes in the number of neurons was not sufficient to catch the trend of perfect harmony 
with the real values. Looking at the model from this point of view, the situations considered for 
the causes of incompatibility can be a suggestion for new study topics to investigate and strengthen 
this model. These situations, 

• It can be stated that not every macroeconomic indicator with causality and relationship interaction 
is suitable for the BIST-100 index. In this viewpoint, the data set that constitutes the input variables 
should be free from the effects that would cause deviations by using the necessary statistical tools, 
and the model should be tried again. As a result, if the harmony trend is still not caught, input 
variables should be rearranged. 

• In this study, the possibility of making changes in the parameters provided to us by the Matlab® 
NNTool that we use in the prediction model is limited. More advanced uses of this tool provide 
flexibility in these parameters, and if a new study is done in this way, more harmonious results can 
be obtained. 

• Other than normalization, no purification process was done in the data set. The fact that the data 
set is made in the long term may cause seasonal effects to cause deviation. The new seasonally 
adjusted data set can contribute to achieving forecast trend fit.  
 

Apart from the reasons mentioned above, factors not stated here may cause the trend of 
adjustment to deteriorate. It is suggested that all of these reasons will contribute to the development 
of the model proposed in the study and will be useful for the development of forecasting models 
among macroeconomic indicators.  

However, if there is no margin of error in this prediction model, which is made with the 
indicators whose interaction is revealed as a result of the literature research, this article will have 
put forward a supportive result for the studies that incorrectly express the harmony between the 
relevant indicators. 
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Effects of Carbofuran on Egg Production and Heart Rate in Daphnia magna 
(Crustacea: Cladocera) 

 

Buket Çağla BÖLÜKBAŞI1 
Esra AKAT2 

Introduction 

Carbofuran is a type of pesticide used as an insecticide, nematicide, and acaricide in 
agricultural lands. It is soluble in water and moderately persistent in soil. Carbofuran can cause 
health problems such as diarrhea, increased blood pressure, breathing difficulty, vomiting, 
sweating. at high doses, deaths have been reported due to respiratory problems (Kuswandi et al., 
2017; Shanthamma et al., 2022). 

Daphnia genus known as the water fleas has a key role in the food web of freshwater 
ecosystems such as ponds, lakes, and streams (Mergeay et al., 2006), since they are the food source 
of invertebrates and fish. Water fleas feed on algae, protozoans, bacteria, cyanobacteria, and small 
particles suspended in the water. In addition, daphnids improve water quality as they consume algae 
(Tatarazako and Oda, 2007; Dietrich et al., 2010). 

Daphnia generally serves as a model organism in biological experiments (Ebert, 2005). 
Hypersensitive behavioral and physiological responses of water fleas are the parameters used as 
biomarkers of the effects of chemical substances. Additionally, they were used in distinct research 
approaches such as eco/toxicology, ecology, reproductive and ageing biology, and evolution 
(Barata et al., 2005; Ebert, 2005). Currently, testing with the use of D. magna is one of the most 
widely used ways in the toxicity evaluation of pharmaceuticals including antidepressants, anti-
inflammatory drugs, antibiotics, anticancer drugs, beta-blockers, and lipid-regulating agents 
(Villegas-Navarro et al., 2003). 

Daphnia is a colorless animal due to the transparent chitinous carapace. This feature allows 
for examining the heart rate via light microscope. Its heart is myogenic and has circadian rhythm 
initiated in the cardiac muscular tissue (Kaas et al., 2009). Daphnia’s heart has high sensitivity to 
various factors. Therefore, it is one of the most widely used physiological parameter in toxicology 
tests. This study was designed to understand the effects of Carbofuran on non-target organism, D. 
magna. The effects of Carbofuran on egg production and heart rate of D. magna were analyzed. 

Material and Methods 

The present study was performed with D. magna which we have cultured in the laboratory 
for more than three years. Water fleas were maintained in aerated fresh water at temperature of 20-
22 °C with a 14 h light and 10 h dark cycle. Stock solutions were prepared by dissolving Carbofuran 
in fresh water. Three different concentrations of Carbofuran (3, 6, 12 µg/L) were diluted from the 
stock solution. The culture medium was renewed every day. Water fleas were fed with a mixture of 
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Spirulina microalgae and TetraPond fish food once a day. Each beaker contained 60 mL solution 
and ten daphnids. All experimental samples were made in triplicate. Ten adults (older than 14 d) 
were used for heart rate analysis. Each daphnid was transferred on a slide with a drop of the culture 
medium and examined by light microscopy. Heartbeats of each daphnid were recorded in slow 
motion by a video camera for 10 seconds. Changes in heart rate of D. magna were examined for 96 
h. Additionally, a 21-day reproductive test was carried out with neonates (<24 h). The number of 
eggs per individual in each experimental group was noted. Data were presented as mean with 
standard deviation. The differences were compared for statistical significance by one-way ANOVA 
with post hoc analysis using Tukey test. Statistical evaluations were carried out via PASW statistics 
(SPSS) 18 software. We set the significance level at p<0.05. 

Results 

The effects of Carbofuran on heart rate and egg production of D. magna were evaluated in 
this study. Heart contractions were visually counted by slowing down the speed of video playback. 
The number of eggs per individual was also counted in each group for 21 days. D. magna has 10 
pairs of appendages which are antennae, antennules, maxillae, and mandibles followed by 5 thoracic 
limbs on the trunk. Additionally, there is a pair of abdominal claws at the end of the abdomen. The 
heart of D. magna is located dorsally and in front of the brood chamber (Figure 1). The water fleas, 
which were not exposed to any chemicals, lived for 35-40 days under laboratory conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Adult Daphnia magna of control group. The spherical heart is located on the dorsum of 
animal and in front of the brood chamber. There is one egg in the brood chamber. Scale bar = 

500 μm 

As a result of the exposure to Carbofuran, an increase in the heart rate was examined depend 
on concentration gradients. Heart rate changes were statistically significant in the high-dose group 
compared to control. The highest heart rate was examined in the high-dose group at 72 h. Although 
the heart rate increased in the first 72 hours in the treatment groups, it was observed that the heart 
rate tended to decrease at the 96th hour. The heart rate of the low-dose group was similar to that 
observed in control. Data related to heart rate (mean ± s.d.) for each group were presented in Table 
1. 

The eggs were observed in the brood chamber located dorsally beneath the carapace of D. 
magna. The embryos hatched from the eggs after about 1 day at 20-22 °C but they remained in the 
brood chamber for further development. After 2-3 days, the young individuals were released by 
the mother daphnid from the brood chamber. Although the newborn looked more or less like the 
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adult daphnid, the brood chamber was not developed in newborn individuals. The period of first 
brood and first egg production took 9-10 days in the control group, whereas they were 12-13 days 
in the high and medium-dose groups. The number of neonates per water flea also decreased 
prominently in all treatment groups. Generally, exposure to Carbofuran gave rise to a decrease in 
egg production of treatment groups. The lowest egg production was mainly observed in the high-
dose group. Our values were presented in the bar chart (Figure 2). 

Table 1. The mean and standard deviation (mean ± s.d.) of Daphnia magna heart rate in the 
control group and treatment groups with different concentrations of Carbofuran were presented. 

 

 

Figure 2. The graph shows the average number of eggs per individual in the control group and 
the treated groups with different concentrations of Carbofuran for 21 days. 

Discussion 

Daphnia, Moina, and Ceriodaphnia among the cladocerans have been mainly used in aquatic 
toxicity assessments for a long time (Thorp and Covich, 2009). Cladocera has an open circulatory 
system as opposed to the closed circulation of vertebrates. Daphnia’s heart has no chambers or 
valves (Monahan-Earley et al., 2013). Due to their high sensitivity, the effects of environmental 
factors on the heart rate of daphnids have been examined in many studies. In this study, the effects 
of different concentrations of Carbofuran on D. magna were evaluated in terms of physiological 
parameters including variability of the heart rate and egg production. 

After exposure to Carbofuran, an increase in heart rate of treatment groups was observed 
compared to the control group, depending on the concentration levels of this compound. The 
most increased heart rate was observed after 72 h in water fleas treated with 12 µg/L (477.4±42.84 
bpm). Bownik et al. (2017) reported that stimulated heart rate at 25 mg/L and 50 mg/L of the 
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neonicotinoid insecticide acetamiprid on the other hand, reducing effect at its highest 
concentration (100 mg/L). The most decreased heart rate was observed after 48 h in water fleas 
treated with 100 mg/L (132 ± 40 bpm). The daphnids exposed to acetamiprid at 25 mg/L showed 
stimulated heart rate compared to the control (445 ± 25 bpm). The highest heart rates were 
indicated after 24 h (538 ± 20 bpm) and 48 h (502 ± 32 bpm), however it reduced to 380 ± 55 
bpm after 72 h. Similar stimulatory effects were also reported at 50 mg/L, however the reduction 
of heart rate was more prominent at 72 h (300 ± 45 bpm). 

Contrary to our findings, a decrease in heart rate was observed in some studies. Bownik and 
Szabelak (2021) reported that fipronil at concentrations 1 μg/L, 10 μg/L, and 100 μg/L reduced 
water flea heart rate after a 24 h exposure, when compared to the control. Reduce heart rate may 
result from a direct interaction of fipronil with receptors for gamma aminobutyric acid and glutamic 
acid in neurons regulating cardiac activity of daphnid. Another study also showed that an 
organochlorine pesticide, Methoxychlor reduced the heartbeat in D. magna. After 24 h of exposure, 
prominent decreases in heart rate were observed between the control and 10 µg/L, 1 µg/L and 10 
µg/L, 2.5 and 10 µg/L, 5 and 10 µg/L treatment groups, respectively. 

D. magna bioassays are very important in providing valid estimates relevant toxicity of 
pesticides on aquatic communities and serve as a useful indicator for water quality. Developmental 
and reproductive phases in D. magna were affected by toxaphene, acetochlor, and cyanazine at 
different concentrations found in surface waters (Kashian and Dodson, 2002). There are diverse 
pathways in which pollution can affect the life cycle of D. magna. Our results showed that very 
early-stage D. magna (neonates <24 h) reduced egg production after 21 days of exposure to 
Carbofuran. The lowest egg production was mainly observed in the high-dose group. Additionally, 
compared to the control group, the day of first egg production were considerably delayed in the 
high and medium-dose groups. A similar result was noted by Aksakal (2019). After exposure to 
thifluzamide the period of the first brood and first egg production were significantly delayed in a 
dose-dependent effect. The first brood days and the first egg production days were 6.2 and 8.2 days 
in the control groups, whereas they were 8.4 and 10.1 days in the 2.5 mg/L thifluzamide treatment 
groups, respectively. The number of neonates per water flea also decreased prominently in all 
treatment groups. Another study showed that significant reduction of egg production in the water 
flea D. magna in the lowest exposure concentrations of 0.50, 0.08 and 0.40 mg/ L, for Diclofenac, 
Acetaminophen, and Ibuprofen, respectively (Du et al., 2016). It was also reported that Fenoxycarb 
had a significant negative impact on survival of the hatched individuals of D. magna (Navis et al., 
2013). Marcial and Hagiwara (2007) noted that a euryhaline rotifer, Brachionus plicatilis hatching rates 
were severely affected by diazinon. 

Conclusion 

The current study revealed that Carbofuran alters egg production and heart rate of D. magna. 
Our results also demonstrate that physiological parameters such as the heart rate and egg 
production may be considered as sensitive, early biomarkers of toxicity in the cladocerans.  
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Introduction 

Explosion events originating from explosives are divided into two as controlled and 
uncontrolled explosions. Examples of controlled explosions are road construction, building 
destruction, mine blasting etc. explosions. Terrorist attacks and ammunition explosions can be 
given as examples for uncontrolled explosions. An image of an explosion event is given in Figure 
1. 

 
Figure 1. An explosion event 

An ignition source, explosive material (solid, liquid, gas) and oxygen are required for an 
explosion to occur. The combination of these three sources is called the explosion triangle. The 
effects of an explosion can be grouped under three main headings. These are effects on humans 
(injuries, deaths, temporary deafness), effects on structures (destruction, glass bursts) and effects 
on the environment (ground shaking, thermal effects, chemical events). The types of explosion 
effects are given in Figure 2. 
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Figure 2. Types of explosion effects 

 

Explosions occur in 3 different ways according to explosive positioning. These are free air 
blasts, air blasts, and surface blasts. In free air explosions, the explosive is detonated in the air and 
strikes the structure before it reaches the surface. The blast wave is outward and spherical. In air 
explosions, the explosive is detonated in the air and reaches the structure after hitting the ground. 
After hitting the ground, a Mach wave is formed. The blast wave is outward and spherical as in a 
free air blast. Surface explosions are detonated on the ground or very close to the ground. The 
blast wave propagates hemispherical and outward. With today's technologies, the explosions 
mentioned are carried out in a controlled manner and explosion data is obtained. The weight of 
the explosive is known in advance when these detonations are performed. However, in a possible 
explosion or uncontrolled explosions, the weight of the explosive is unknown, and its damages can 
only be determined after the explosion occurs. For these reasons, it is aimed to use artificial 
intelligence methods to determine the explosive weight and to provide solutions to the mentioned 
problems. 

In this study, the surface explosion was scenarioized and the weight of the explosive was 
estimated by using artificial intelligence methods. The study consists of three stages. In the first 
stage, the data of the surface explosion was generated using the Kingery-Bulmash method and the 
data set was prepared. In the second stage, classification was carried out using the generated data 
set. In this context, SVM (Support Vector Machines), KNN (K-Nearest Neighbor) and ANN 
(Artificial Neural Networks) were used in the study. At the last stage, the classification results were 
examined, and the performances of the classifiers were evaluated. The performance of the 
classifiers was only measured by the accuracy evaluation criterion. The important points of the 
study can be expressed as follows; 

• In this study, the explosion data set was generated using the Kingery-Bulmash method. 

• The generated data set was analyzed using artificial intelligence methods and practical 

solutions were developed for the mentioned problems. 

The remainder of the study is organized as follows. In the second section, various studies 
carried out with explosion data were examined and the results of these studies were evaluated. In 
the third section, materials and methods used in the study were emphasized. In the fourth section, 
the results of the application were given, and the performances of the classifiers were examined. In 
this section, the performances of the classifiers were compared, and the results were discussed. In 
the last section, the result of the study was evaluated, and the applications planned for future studies 
were mentioned. 
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RELATED STUDIES 

In this section of the study, similar studies in the literature are mentioned. Artificial 
intelligence models used in the studies, prediction performances of these models and simulations 
are examined. In the study (Silay and Karaci, 2021: 303-315), the researchers estimated the pressure 
wave parameters with deep learning. Within the scope of the study, firstly simulation was 
developed, and explosive effect analysis was performed with this simulation. With this simulation, 
the extreme pressure waves that emerged after the explosion in the environment were accurately 
predicted and their effects on both people and structures were analyzed. In addition, the pressure 
data generated, and the explosion was determined using DNN (Deep Neural Network). The 
pressures of explosions between 1 and 5 meters were estimated and the performance of the 
classifier was determined by MSE (Mean Squared Error). The MSE value of 20.84 was obtained 
with the DNN model at the end of the study. In another study, researchers designed an early 
warning system by developing a shock wave diagram-based deep learning model (Yang et al., 2021: 
102862). In the study, firstly, a shock wave diagram was converted into digital expressions by means 
of a decoder. Then, using CNN (Convolutional Neural Network) architecture, edge extraction was 
done, and edges were determined. Finally, the ReLU (Rectified Linear Unit) activation function 
was applied, and important information was obtained. In this way, the features were obtained, and 
the classification process was carried out. In the classification step, LSTM (Long/Short Term 
Memory) and SVM were used. The performances of the classifiers were determined by the accuracy 
evaluation criterion. At the end of the study, the accuracy of the estimation process performed with 
the LSTM model was 92%, while this rate decreased to 72% with the SVM. In the study (Mohr et 
al., 2019: 253-260), the researchers determined the damage of the explosions in the city by 
simulation. In the first stage of the study, aerial images were used and separated into classes by 
semantic segmentation. Then, the 3D model was created, and the geometric structure of the model 
was designed. 1, 10, 100 and 1000 kg explosives were simulated in the study. During the estimation 
process, broken windows and glass were estimated. At the end of the study, 46 windows for 1kg 
explosives, 105 windows for 10 kg explosives, 319 windows for 100 kg explosives and 363 windows 
for 1000 kg explosives were estimated as a broken at the end of the study. 

 

MATERIAL AND METHODS 

In this study, surface explosion scenarios were created, and the data set was generated by 
calculating the blast loads using the empirical methods available in the literature. The Kingery-
Bulmash method was used while generating the data set. TNT (Trinitrotoluene) explosive type has 
been standardized as a widely used explosive type in many test explosions and explosion 
experiments (Grisaro and Edri, 2017: 199-220). For this reason, the calculation of blast loads for 
explosions originating from different explosives. Different explosives are calculated using the TNT 
equivalence given in Equation 1. 

 

𝑊 = 𝑊𝑒𝑥𝑝
𝐻𝑒𝑥𝑝
𝑑

𝐻𝑇𝑁𝑇
𝑑⁄  (1) 

  

In the Equation 1, W value is TNT equivalent weight, 𝑊𝑒𝑥𝑝  value is the weight of the 

explosive, 𝐻𝑒𝑥𝑝
𝑑  value is detonation temperature of the explosive and 𝐻𝑇𝑁𝑇

𝑑  TNT detonation 

temperature. 
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In the generated data set, there are 9 features; time of arrival, incident pressure, reflected 
pressure, reflected pulse, incident pulse, positive phase duration, shock front velocity, distance, and 
scaled distance. In addition to these, there are 10 labels in total in the data set. Explosion data up 
to 40 meters distance were created for each weight and a total of 4,000 data were used. The incident 
pressure in the data set represents the peak pressure caused by the explosion. The reflected pressure 
indicates the pressure reflected from the surface of the object it hits in front of the blast wave, 
while the reflected impulse indicates the pressure at which the explosion acts on the object if there 
is an object in front of the blast wave. The incident impulse is the impulse resulting from the 
explosion overpressure. Furthermore, the positive phase time represents the duration of the 
explosion in the positive phase. Shock front velocity is the velocity of the shock wave resulting 
from the explosion. Scaled distance is the ratio of the distance between the detonation point and 
the measurement point to the cube root of the explosive weight. Distance is expressed in meters 
and weight is expressed in kilograms. In Equation 2, the formula of the scaled distance is given. 

 

                                   𝑍 = 𝑅 √𝑊
3
⁄  (2) 

In the Equation 2, the Z value is the scaled distance, the R value is the distance to the explosion 

point, and the W value is the explosive weight.  

While creating the explosion scenario, there are many methods to calculate the blast loads. 
These methods are Kingery and Graham, Brode, Henry, and Kingery-Bulmash. The method 
chosen in this study is based on whether the detonation is a free air burst, air burst or surface 
explosion, as well as the weight and distance of the explosive. Kingery and Graham presented 
equations for calculating blast loads based on a large database of experimental blasts. These data 
are global air burst loads from chemical explosions and cover the scaled distance Z > 0.5 m/kg1/3 
(Karlos et al., 2016: 409-429). One of the first researchers to publish the relationships for the 
calculation of explosion parameters was Brode in 1955 (Brode, 1955: 766-775). He published 
equations in which the peak positive incident pressure, scaled distance in m/kg1/3, and the peak 
overpressure in bar is measured for near-field and mid- to far-field bursts. Henry method was 
published a set of equations for the calculation of detonation parameters, based on an extensive 
experimental database. These quasi-experimental equations are similar to those introduced by 
Brode and relate the peak event overpressure to scaled distance m/kg1/3 (Karlos et al., 2016: 409-
429). The most accepted method in the field of engineering is the Kingery-Bulmash method. They 
used polynomial formulations for calculations of both spherical and hemispherical detonation 
waves. Equations are derived from data from explosive tests using explosive weights from 1 kg to 
400,000 kg. For hemispherical detonation waves it can be applied up to the scaled distance Z=0.05 
m/kg1/3. The Kingery-Bulmash general polynomial form is given in Table 1. 

Table 1. Kingery-Bulmash general polynomial form 

Common algorithm of T = distance in m 

𝑈 = 𝐾0 + 𝐾1 ∗ 𝑇 

𝑌 = 𝐶0 + 𝐶1𝑈1 + 𝐶2𝑈2𝐶3𝑈3 +⋯ ,𝐶𝑛𝑈𝑛 

𝐶0, 1, 2, ……. n= constants 

𝐾0, 1, 2, ……. = constants 

The experimental data generated within the scope of the study were analyzed and classified 
by various artificial intelligence methods. For this purpose, ANN, KNN, and SVM were used. 
Artificial intelligence is used effectively today. One of the biggest reasons why it is popular is that 
data can be obtained more quickly and easily and the hardware needs that can analyze this data can 
be met (Goodfellow et al., 2018). In addition to these, the use and success of artificial intelligence 
methods in complex and large data sets are also effective in this sense. Deep learning and machine 
learning algorithms are at the forefront of artificial intelligence methods. The biggest difference 
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between deep learning and machine learning algorithms is that features are obtained manually in 
machine learning (Santur, 2020: 561-570). In cases where the number of data is small, it is easy to 
obtain the features manually and the complexity is reduced. In addition, deep learning algorithms 
lose their effectiveness when the number of data does not have enough labels. For these reasons, 
machine learning algorithms were used rather than deep learning algorithms in the study.  

ANNs are computer systems developed with the aim of automatically performing the 
abilities of the human brain, such as deriving new information, creating, and discovering new 
information through learning, without any help. Artificial neurons come together to form the 
ANN. An ANN has an input layer, a hidden layer or layers, and an output layer. Today, ANN is 
used in computational finance, image processing and computer vision, computational biology, 
power generation, automotive, natural language processing, etc. Although the KNN algorithm is a 
learning-based algorithm, it is a method based on transferring data that are close to each other to 
the same class or cluster. In learning-based algorithms, the learning process is carried out depending 
on the data in the training set. Each new sample arriving in the data space is compared with the 
data in the training set and placed in the class or cluster it belongs to according to similarity. Since 
the KNN algorithm is an easy and understandable algorithm, it is one of the algorithms used in the 
studies. It is a method used in various fields such as data mining, pattern recognition and security. 
One of the biggest advantages of the KNN algorithm is that it gives successful results on data 
containing noise. In addition, it was determined that the algorithm gave successful results as the 
number of data increased. Among the disadvantages, it can be shown that the classification success 
depends on the chosen distance calculation method and the k value. Since the distance between 
the data is calculated one by one, there may be reductions in the performance of the classification. 
SVM is a machine learning algorithm based on statistical learning theory and developed with 

consulting learning technique. It was first introduced by Vapnik in 1995 ̧ and it was aimed to solve 
classification problems with pattern recognition (Vapnik, 2000). It was used for the separation of 
only two-class linear data in the early times, but today it can be used to distinguish both non-linear 
and multi-class data. The basis of the classification process with SVM is the separation of the data 
belonging to two different classes with a defined boundary, namely the hyper-plane. With SVM, 
the most suitable plane is determined by selecting the data at the extreme point in the training data 
set. These selected data are called support vectors. Choosing the most appropriate hyper-plane 
positively supports classification and discrimination performance, resulting in more effective 
results. In short, SVM performs classification by calculating the maximum distance between 
support vectors (Abe, 2010). The flow chart of the study is given in Figure 3. 

 
Figure 3. Flow chart of the study 
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APPLICATION RESULTS AND DISCUSSION 

In this study, a controlled surface explosion event is performed. The Kingery-Bulmash 
method was used to calculate the blast loads. The data were generated by calculating the blast loads 
and scaled distance within 1-40 meters, during and after the explosion, using a TNT explosive in 
the range of 1-10 kg. Obtained blast loads are time of arrival (ms), incident pressure (ip/kPa), 
reflected pressure (rp/kPa), reflected impulse (ri/kPa), incident impulse (i/kPa-ms), positive phase 
time (ms), shock front velocity (m/s) and scaled distance. Machine learning methods were used to 
train the data and the performances of the classifiers were determined by the accuracy evaluation 
criterion. The accuracy values of the classifiers are given in Table 2. 

Table 2. Classification results 

Classification Method Accuracy Value 

KNN 44.87% 

ANN 81.54% 

SVM 91.02% 

According to the classification results in Table 2, the highest performance was obtained with 
the SVM classifier, and an accuracy of 91.02% was calculated with this classifier. Then, the ANN 
algorithm performed an effective classification and the accuracy score of this classifier was 81.54%. 
The most unsuccessful and ineffective classification process was obtained with the KNN 
algorithm. The accuracy score obtained with the KNN algorithm was 44.87%. One of the biggest 
reasons underlying the low results of the KNN algorithm is due to the parameters of the KNN 
algorithm. There are two main factors in the KNN algorithm: distance and neighborhood value. It 
is necessary to determine the most effective values for these two parameters. In addition, the KNN 
algorithm is more effective in data containing noise (Alakus, 2018). In addition, the increase in the 
number of data positively affects the performance of this algorithm. Determining the ideal 
parameters and increasing the number of data can increase the performance of this classifier. 
Although the ANN classifier is not as effective as SVM, it has performed a successful classification 
process. Changing the activation and sum functions used in the ANN classifier can positively affect 
the performance of this method. In addition to these, the number of neurons used, the 
optimization method and the number of iterations also affect the performance of the algorithm. 
By determining the ideal values for these parameters, an increase in the ANN classifier can be 
observed. One of the reasons for the high performance of the SVM classifier may be it is a 
classification algorithm, without parameters. It does not need a specific parameter as in KNN and 
ANN classifiers. In addition, it has achieved an effective classification because they can model 
complex decision boundaries and work with a large number of independent variables. In addition 
to these, there is no memorization as in ANN. Due to these advantages, the highest performance 
may have been obtained with the SVM classifier. The contributions of the study to the literature 
can be summarized as follows; 

• With this study, surface explosion was simulated, and a data set was generated with the 

Kingery-Bulmash method. 

• With this study, scenarioized explosion data were classified and estimated. In this way, the 

weight of an explosive of unknown class was estimated. 
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CONCLUSION 

In this study, a surface explosion scenario was created, and the data set was generated. After 
that, the data were classified with artificial intelligent algorithms. The study consisted of three 
stages. In the first stage, the data set was formed using the Kingery-Bulmash method. There are 9 
features and 10 classes in total in the data set. The explosive type was determined as TNT. In the 
second stage of the study, artificial intelligence algorithms were determined, and classification was 
performed. Algorithms used within the scope of the study are SVM, ANN and KNN algorithms. 
In the last stage, the performances of the used classifiers were evaluated, and the accuracy 
evaluation criterion was used. At the end of the study, the lowest classification process was 
performed with the KNN algorithm and an accuracy of 44.87% was obtained. In the classification 
process performed with the ANN classifier, an accuracy score of 81.54% was calculated. The most 
effective classification process was carried out with the SVM algorithm. With this algorithm, an 
accuracy of 91.02% was achieved. With this study, the data generated for the explosion scenario 
were classified and estimated. In line with the results obtained in this study, the explosions will not 
need to be simulated and the weights of the new explosives will be estimated before the explosion 
event occurs with machine learning approaches. In addition to these, the data set generated in the 
study will be developed for future studies and the number of data will be increased. In this way, 
there will be no need to create a data set, which is costly in terms of time and labor, and researchers 
will be able to access this data set. 
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Introduction 

Metamaterials, which are artificial electromagnetic media, consist of metallic or dielectric periodic 
subwavelength structures. Metasurfaces, which are planar versions of metamaterials, can locally change 
the light phase, while transmitting or reflecting (Babicheva and Evlyukhin 2018: 2022-2033; Yang vd., 
2017: 1–50). 

Metasurfaces consist of subwavelength nanostructure arrangements. These arrays are considered 

as pixels of a desired phase. A flat surface yielding a phase pattern 𝜙(𝑥, 𝑦) required to obtain the desired 

beamform is divided into individual pixels denoted by 𝜙𝑖𝑗 as seen in Figure 1, where each pixel ensures 

a local phase cell (Scheuer, 2017: 137–152). 

 

Figure 1. Metasurface phase diagram. 

Metasurface designs are realized for beamforming and holography applications. While performing 
these designs, firstly, it is necessary to design the appropriate phase gradient required to obtain the 
desired beam shape. Then it is necessary to design different nanostructures for each phase pixel needed 
to obtain a target phase shift in the range of [0,2π] (Scheuer, 2017: 137–152). Metamolecules derived 
must be placed on the surface to achieve the desired phase change according to the type of application. 

In this study, it is aimed to design different metacells creating a phase gradient in the range of 
[0,2π] by partially coating Au (gold) nanoscatterers with WS2 (tungsten disulfide). In this scope of work, 
with the metasurfaces designed by going beyond the diffraction surfaces, both the resonative behaviors 
will be controlled and the targeted local phase will be achieved with the designs in different geometries. 
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Method 

The monolayer state of WS2 is considered in the study (Ermolaev, 2020: 1402). Analyzes are made 
in the visible region. And simulations of nanoscatterers are made between 365-800 nm wavelengths 
using the finite difference in time method (FDTD; Finite-difference time-domain) (Aslan and Turkmen, 
2017: 259). The Au dielectric function is from Palik (1985) and the WS2 dielectric permittivity data is 

from G. A. Ermolaev, 2020. In the study, the metamolecules are placed in the 𝑥𝑦 −plane and their 

dimensions in the 𝑥 and 𝑦 directions are chosen as Px and Py, and they are called periodicity parameters. 

A plane wave is placed on the 𝑧 −axis in the system and the width of its source is determined as Px and 
Py. To obtain a more accurate simulation, a special mesh region will be created to cover the structure 5 

nm outside the edges of the structure. The 𝑥 and 𝑦 dimensions of the cubes in which the nanoscatter is 

divided spatially are chosen as 10 nm and the 𝑧 dimension is 7 nm. In order to measure reflectance and 
transmission in the far field, power monitors are placed in the far areas of the building, symmetrically to 
each other. The limits of the monitors are chosen the same as the limits of the FDTD. Throughout the 

simulations, periodic boundary conditions are used along the 𝑥 −and 𝑦 −axes and perfectly matched 

layers are used along the 𝑧 −axis. The nanoscattering unit cell is brightened by a plane wave with 

𝑦 −polarization in the 𝑧 −direction.  

In this study, the antenna design is made in the geometry where the perspective and profile 
diagram is shown in Figure 2. With the change in the angle between the arms and the rotation of the 

structure, the phase can be changed in the range of 0 ≤ 𝜙 < 2𝜋. The aim of the study is to obtain higher 

resolution phase steps in the range of 0 ≤ 𝜙 < 2𝜋 with the amplitude value kept as high and constant 
as possible (Yang vd.,2020: 1864). 

 

 

Figure 2. The designed basic antenna structure: (a) top view, (b) perspective and (c) side views. 
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Two Au antenna layers are placed on the Si3N4 (silicon nitride) membrane in Figure 2. SiO2 
(silicon dioxide) glass material is used between them. And the analysis of these two antenna layers was 
carried out. Here L is the length of the nanoantenna arms, W is the width of the nanoantenna arms, and 
C is the distance between the arms. The angle of the pointed ends of the lower wavelength antenna arms 

is taken as 90. The thicknesses of Si3N4, SiO2 and Au layers are adjusted as 300 nm, 150 nm and 200 
nm, respectively. While controlling the resonative behavior with the under layer of the antennas in the 
design, it is aimed to obtain the targeted local phase with the given rotations with the top layer. 

Results and Discussion 

The reflection and transmission responses of the basic antenna structure are analyzed for different 
geometric parameters in Figure 3. Based on this graph, the geometric parameters of the design were 
taken as L = 900 nm, W = 400 nm, C = 50 nm and Px = Py = 2500 nm. The reflection and transmission 
spectra obtained for the selected geometric parameters L = 900 nm, W = 400 nm,  
C = 50 nm and Px = Py = 2500 nm are presented in Figure 4. Considering the relevant spectrum, good 
resonative behaviors are shown at 488 nm wavelength, it is deemed appropriate to choose these 
parameters. 

Figure 3. Reflectance and transmittance spectra of the basic antenna structure for different geometric 

parameters. 
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Figure 4. Reflectance and transmittance spectra obtained for geometric parameters L = 900 nm,  

W = 400 nm, C = 50 nm and Px = Py = 2500 nm. 

The top antenna layer is supported with WS2 material to provide higher resolution local phase 
values at high and constant resonance amplitude values (Figure 5). Transition metal dichalcogenides 
named as van der Waals materials such as WS2 have large transmittance values in the visible spectral 
ranges and can support well-defined Mie resonances because they are patterned (Babicheva and 
Moloney, 2019: 2106–2112; Zhang vd.,2020: 3552). 

 

Figure 5. (a) Antenna design with one arm of the top antenna layer supported by WS2 (b) Antenna 

design with two arms of the top antenna layer supported by WS2 

Resonant electric field distributions will be used to determine the phase difference of the related 
antennas. These distributions are shown in Figure 6. Here, the block on the left represents the 
structureless simulation environment. Number-1-block expresses the electromagnetic propagation 
caused by the basic antenna structure, resonant wavelengths (Figure 6) at 488 nm, with geometric 
parameters L = 900 nm W = 400 nm, C = 50nm and Px = Py = 2500 nm. 

 

Figure 6. Electric field distributions according to rotation-based antenna types 

WS2 coating 

(a) (b) 
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Blocks 2, 3, 4, 5, 6, 7 shown in Figure 6 contains antenna structure of the unrotated upper antenna 
layer in which single arm coated with WS2 monolayer and 15°, 30°, 45°, 60°, 75° rotated ones, 
respectively. Blocks 8, 9, 10, 11, 12, 13 represents electromagnetic propagation of unrotated antenna 
structure in which two arms coated with WS2 film and ones with rotations of 15°, 30°, 45°, 60°, 75°, 
respectively. 

In these spreads, the real values of the Ey distributions formed in the 𝑦𝑧 −plane (𝑥 = 0) are 
obtained. Ex and Ez distributions are not evaluated because they show very small values and do not 
provide information about the phase difference. Phase difference is calculated only based on the source 
propagation simulation results and by determining the maximum positive electric field values of the 

other antennas. Accordingly, where 𝑧1 and 𝑧2 being the maximum positive electric field position taken 
as the basis and the next maximum positive electric field location, resonant wavelength has been 

confirmed as 𝑧2 − 𝑧1 = 488𝑛𝑚  from the mere source propagation, (Figure 7). Then, in order to 

calculate the phase difference (𝑃𝐷ATENNA) caused by the antennas; by determining the position 𝑧1
𝑎𝑛𝑡𝑒𝑛𝑛𝑎 

of the closest maximum positive electric field value on the field map of the related antenna structure, 

the difference 𝑧1
𝑎𝑛𝑡𝑒𝑛𝑛𝑎 − 𝑧1  is determined. Lastly 𝑃𝐷ATENNA = (𝑧1

𝑎𝑛𝑡𝑒𝑛𝑛𝑎 − 𝑧1) ∗ 2𝜋/(𝑧2 − 𝑧1) 
equation is used via a direct proportion. 

 

Figure 7. Determination of phase difference from field distributions caused by source only and basic 
antenna structure 

 

Phase analyzes are carried out by making calculations as above according to all antenna types. 
Phase difference graph is drawn by using phase analysis values calculated according to different antenna 

types (Figure 8). The 𝑥 −axis represents the rotational and non-rotational antenna types supported by 

WS2, and the 𝑦 −axis represents the phase difference values obtained from the analyzes of these 
antennas. As seen in the graph, the coated antennas provide a phase difference with respect to the base 
antenna, but no significant phase difference can be observed between the coated antennas. By changing 
the angles between the arms, analyzes are continuing in order to obtain phase values that divide the 
range of [0,2π] regularly. 
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Figure 8. Phase difference graph created by different antenna types 

Conclusion 

Consequently, a metacell set with two plasmonic antenna layers is initially investigated in this study. 
Then, by both rotating the upper antenna layer and coating one of the arms in the upper layer with 
monolayer WS2, the effect of these physical manipulations on the phase change is analyzed. Although 
the structures presented here do not present a complete phase change, our work continues with the 
angle changes between the arms. 
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Introduction 

Arithmetic functions have rather rich properties and very useful tool for both in number 
theory and algebra. Furthermore, they have many implementations in science such as computer 
science, cryptography, graph theory etc. The essential arithmetic functions are multiplicative and 
additive functions. Some fundamental multiplicative functions are sigma function, tau (divisor) 
function, Euler totient function, Möbius function, Dedekind psi function etc.  For more details, 
see (Long, 1972) and (Pettofrezzo & Byrkit, 1970). In (Sierpinski, 1964), Sierpinski stated the 
following inequalities: 

𝜑(𝑛) ≤ 𝑛 − √𝑛,                                       (1.1) 

if 𝑛 is a composite natural number, and 

𝑑(𝑛) ≤ 2√𝑛,                                            (1.2) 

if 𝑛 is a natural number. From (1.1) and (1.2) we have, 

𝜑(𝑛) + 𝑑(𝑛) ≤ 𝑛 + √𝑛,                        (1.3) 

where 𝑛 is composite integer.  

In this study, we improve (1.3) by extending 𝑛 to for all-natural numbers, and we give the 
following result: 

Let 𝑛 be a positive integer. Then, 

𝜑(𝑛) + 𝑑(𝑛) ≤ 𝑛 + 1,                         (1.4) 

where 𝜑(𝑛) is Euler’s totient function, and 𝑑 is the number of positive divisor function. 

Moreover, we give nice relations about the elementary arithmetic functions which are Euler’s 
totient function, number of divisor function, and sum of divisor function.  

These functions also related with Riemann-Zeta function, Möbius function etc.  The 
implementations of arithmetic functions in number theory and other sciences can be play crucial 
role, especially understanding the primes and their distributions. The results that obtained in the 
study will be useful for who works on prime numbers and its applications. 

 

 

 
1 Emre Öztürk, Dr., Turkish Court of Accounts, Department of Data Analysis 



61 

Öztürk, Emre; On Arithmetic Functions 
 
 

 

Method 

Let us give some definitions and their properties of well-known arithmetic functions in 
number theory. 

Definition 2.1 Let 𝑛 ≥ 1  be a natural number. Number of integers 𝑚  that satisfy 

1 ≤ 𝑚 ≤ 𝑛 and (𝑚, 𝑛) = 1 is shown by 𝜙(𝑛) where 𝜙 is called as Euler’s totient function. 

Example 2.2 If we take 𝑛 = 10, then 𝜙(𝑛) = 4. Because 1,3,7,9 are coprime with 10. 

Example 2.3 For big numbers 𝑛, we can use Euler’s identity. Let 𝑛 = 𝑝1
𝑚1𝑝2

𝑚2 …𝑝𝑘
𝑚𝑘 where 

𝑝1, 𝑝2, … 𝑝𝑘 are distinct primes. Then, 

𝜙(𝑛) = 𝑝1
𝑚1−1(𝑝1 − 1)𝑝2

𝑚2−1(𝑝2 − 1)…𝑝𝑘
𝑚𝑘−1(𝑝𝑘 − 1). 

So, we can easily calculate 𝜙(288). Since 288 = 2532, 

𝜙(288) = 24 × 3 × 2 = 96. 

Definition 2.4 The cototient of 𝑛  is defined as 𝑛 − 𝜙(𝑛)  such that it counts the number 

of positive integers less than or equal to 𝑛 that have at least one prime factor in common with 𝑛 

(Browkin & Schinzel, 1995). 

Remark. Since 𝜙(𝑛) ≤ 𝑛 − √𝑛  (Sierpinski, 1964), cototient of composite positive integers are 

always greater than its own square root. 

Definition 2.5 Let the divisor function 𝜎𝑘(𝑛) for 𝑛 an integer is defined as the sum of the 𝑘𝑡ℎ 

powers of the (positive integer) divisors of 𝑛, 

𝜎𝑘(𝑛) = ∑𝑑𝑘

d|n

. 

The function 𝜎0(𝑛) satisfies the identity: 

𝜎0(𝑝1
𝑎1𝑝2

𝑎2 … ) = (𝑎1 + 1)(𝑎2 + 1)… 

where the 𝑝𝑖 are distinct primes and 𝑝1
𝑎1𝑝2

𝑎2 … is the prime factorization of a number 𝑛. In this 

study we use the notations 𝑑(𝑛) and 𝜎(𝑛), instead of 𝜎0(𝑛) and 𝜎1(𝑛), respectively (Weisstein, 

2022). 

Example 2.6 If we factor 𝑛 = 72, it is written 𝑛 = 72 = 23 × 32. Then, number of the positive 

divisor of 𝑛 can be given by 

𝜎0(72) = (3 + 1)(2 + 1) = 12. 

Theorem 2.7 Let 𝐺 be a finite cylic group and |𝐺| = 𝑚. Number of different subgroups of 𝐺 is 

equal to number of positive divisors of 𝑚 (Fraleigh, 1982). 

Theorem 2.8 Every cylic group of finite order 𝑛 is a isomorphic to the additive group ℤ𝑛 

(Fraleigh, 1982). 

Theorem 2.9 Any element 𝑎𝑚 of a finite cylic group 𝐺 of order 𝑛 is a generator of 𝐺 if and only if 

(𝑚, 𝑛) = 1 (Fraleigh, 1982). 

Applications in number and group theory 

Theorem 3.1 Let 𝑛 be a positive integer. Then, 

𝜑(𝑛) + 𝑑(𝑛) ≤ 𝑛 + 1, 
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where 𝜑 is Euler’s totient function, and 𝑑 is the number of positive divisors function. In the case 

of prime numbers 𝑛 the equality holds. 

Proof. Let us show the case of inequality first. Let ℤ𝑛 = {0,1,2, … , 𝑛 − 1} be a finite additive 
group (|ℤ𝑛| = 𝑛 < ∞) and 𝑆 be a set of different subgroups of ℤ𝑛  that is not include ℤ𝑛 . From 
Theorem 2.8, magnitude of subgroups of ℤ𝑛 is given by 𝑑(𝑛). Therefore, the norm of 𝑆 can be 
given by |𝑆| = 𝑑(𝑛) − 1. Let 𝑚 ∈ ℤ𝑛  and 〈𝑚〉 = ℤ𝑛 . From Theorem 2.9 number of elements 𝑚 is 
given by 𝜙(𝑛). Also, these elements are generate group of ℤ𝑛 and the other elements are generate 
subgroups of ℤ𝑛 which is not included ℤ𝑛 and number of this elements are equal to cototient of 𝑛. 
Some subgroups of ℤ𝑛 can be identical, therefore number of subgroups of ℤ𝑛 which is not included 
ℤ𝑛 is greater than number of different subgroups of ℤ𝑛 (not included ℤ𝑛). Hence |𝑆| is smaller than 
the cototient of 𝑛 which follows 𝑑(𝑛) + 𝜙(𝑛) ≤ 𝑛 + 1. Furthermore, if 𝑛 is a prime number then 
𝜙(𝑛) = 𝑛 − 1, 𝑑(𝑛) = 2 and so 𝜙(𝑛) + 𝑑(𝑛) = 𝑛 + 1 which holds the equality. 

Corollary 3.2 By Theorem 3.1, the following results can be obtain: 

(𝑎) lim
𝑛→∞

𝜙(𝑛) + 𝑑(𝑛)

𝑛
≤ 1, 

(𝑏) lim
𝑛→∞

(
𝜙(𝑛) + 𝑑(𝑛)

𝑛
)

𝑛

≤ 𝑒, 𝑤ℎ𝑒𝑟𝑒 𝑒 𝑖𝑠 𝐸𝑢𝑙𝑒𝑟 𝑐𝑜𝑛𝑠𝑡𝑎𝑛𝑡. 

Example 3.3 Here we give a Maple procedure for testing big positive numbers whether satisfies 

the inequality or not: 

with(numtheory): 

𝑡𝑒𝑠𝑡 ≔ 𝑝𝑟𝑜𝑐(𝑛)  

if 𝑡𝑎𝑢(𝑛) + 𝑝ℎ𝑖(𝑛) ≤ 𝑛 + 1 then ’true’ else ’false’ fi; 

end: 

test (“enter your number”); 

Now, according to (Vargas & Shashank, 2013), we give two lemmas: 

Lemma 3.4 Let 𝑝 is a prime number and 𝑝|𝑛. Then, 𝜙(𝑝𝑛) = 𝑝𝜙(𝑛). 

Lemma 3.5 Let 𝑝 is a prime number and 𝑝 ∤ 𝑛. Then, 𝜙(𝑝𝑛) = (𝑝 − 1)𝜙(𝑛). 

Theorem 3.6 Let 𝑝 is a prime number and 𝑝|𝑛. Then, 

𝑑(𝑛) ≤
𝑘 + 1

𝑘 + 2
(𝑝𝑛 + 1 − 𝑝𝜙(𝑛)), 

where 𝑘 is a positive integer. 

Proof. Let 𝑝|𝑛. From Theorem 3.1 we write 

                                        𝜑(𝑝𝑛) + 𝑑(𝑝𝑛) ≤ 𝑝𝑛 + 1,                   (3.1) 

From Lemma 3.4, Eq. (3.1) becomes 

                                       𝑝𝜑(𝑛) + 𝑑(𝑝𝑛) ≤ 𝑝𝑛 + 1,                    (3.2) 

Let 𝑛 = 𝑝1
𝑘1𝑝2

𝑘2 …𝑝𝑚
𝑘𝑚, then the number of divisors is 𝑑(𝑛) = (𝑘1 + 1)(𝑘2 + 1)… (𝑘𝑚 + 1) . 

Without loss of generality, we assume 𝑝 = 𝑝1. Thus, we get 𝑝𝑛 = 𝑝1
𝑘1+1𝑝2

𝑘2 …𝑝𝑚
𝑘𝑚 and 

𝑑(𝑝𝑛) = (𝑘1 + 2)(𝑘2 + 1)… (𝑘𝑚 + 1) = 𝑑(𝑛) +
𝑑(𝑛)

𝑘1 + 1
. 

 If we arrange Eq. (3.2), we obtain the intended. 
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Theorem 3.7 Let 𝑝 is a prime number and 𝑝 ∤ 𝑛. Then,  

𝑑(𝑛) ≤
1

2
(𝑝𝑛 + 1 − (𝑝 − 1)𝜙(𝑛)). 

Proof. Let 𝑝 ∤ 𝑛. From Lemma 3.5, it is written 𝜙(𝑝𝑛) = (𝑝 − 1)𝜙(𝑛) . Let 𝑛 = 𝑝1
𝑘1𝑝2

𝑘2 …𝑝𝑚
𝑘𝑚, and 

𝑝 = 𝑝𝑚+1. Therefore, 

                𝑝𝑛 = 𝑝1
𝑘1𝑝2

𝑘2 …𝑝𝑚
𝑘𝑚𝑝𝑚+1.                      (3.3) 

From Eq. (3.3), we obtain 𝑑(𝑝𝑛) = 2𝑑(𝑛) and so 𝜑(𝑝𝑛) + 𝑑(𝑝𝑛) = (𝑝 − 1)𝜑(𝑛) + 2𝑑(𝑛). Easily seen 

the inequality. 

Corollary 3.8 If 𝑛 is odd number. Then, 

𝜑(𝑛) + 2𝑑(𝑛) ≤ 2𝑛 + 1. 

Proof. If we take 𝑝 = 2, it is obvious 𝑝 ∤ 𝑛. From Theorem 3.7, we get the intended. 

Now, according to (Pakapongpun, 2018), we give the following lemma: 

Lemma 3.9 If 𝑛 = 2𝑝 and 𝑝 is prime then, 𝜎(𝑛) = 𝑛 + 𝜙(𝑛) + 𝑑(𝑛). 

Theorem 3.10 Let 𝑛 = 2𝑝 and 𝑝 is prime. The following statement is true: 

𝜎(𝑛) ≤ 2𝑛 + 1. 

Proof. Since 𝑛 = 2𝑝  and 𝑝  is prime, 𝜎(𝑛) = 𝑛 + 𝜙(𝑛) + 𝑑(𝑛) . Thus, we obtain 𝜎(𝑛) − 𝑛 = 𝜙(𝑛) +

𝑑(𝑛). From Theorem 3.1, the inequality is easily seen. 

Theorem 3.11 Let 𝑛 = 3𝑝 and 𝑝 is prime, where 𝑝 ≠ 3. The following statement is true: 

𝜎(𝑛) ≤ 2𝑛 + 2. 

Proof. Since 𝑛 = 3𝑝 and 𝑝 is prime (𝑝 ≠ 3), 𝜎(𝑛) = 2(𝜙(𝑛) + 𝑑(𝑛)) (Pakapongpun, 2018). Thus, we 

obtain 𝜙(𝑛) + 𝑑(𝑛) =
1

2
𝜎(𝑛). From Theorem 3.1, we get the inequality. 

Theorem 3.12 Let 𝑛 = 1 or 𝑛 = 𝑝 is prime. Then the following satisfies: 

𝑛 − 1 ≤ 𝜎(𝑛) − 𝑑(𝑛). 

Proof. Since 𝑛 = 1  or 𝑛 = 𝑝  is prime, 𝜎(𝑛) + 𝜙(𝑛) = 2𝑛  (Pakapongpun, 2018). Thus, we obtain 

𝜙(𝑛) = 2𝑛 − 𝜎(𝑛). From Theorem 3.1, we get the intended. 

 

An application in field theory 

Theorem 4.1 Let (𝑝, 𝑞) be a twin prime pair such that 𝑞 > 𝑝. Let splitting fields of 𝑥𝑝 − 1 ∈ ℚ[𝑥] 

and 𝑥𝑞 − 1 ∈ ℚ[𝑥] polynomials be 𝐾 and 𝐾′, respectively. The following statements are true: 

(𝑎) There exists 𝜎, 𝜁 ∈ ℂ such that 𝐾 = ℚ(𝜎) and 𝐾′ = ℚ(𝜁), 

(𝑏) 𝐾/𝐾′ is an normal extension. 

Proof. First, we show that (𝜙(𝑝), 𝜙(𝑞)) = 2 when (𝑝, 𝑞) is twin prime. Since 𝑝 < 𝑞, it is obvious 𝑞 =

𝑝 + 2. Also, 𝜙(𝑝) = 𝑝 − 1 and 𝜙(𝑞) = 𝑞 − 1. Since 𝑝 and 𝑞 are odd, 𝜙(𝑝) and 𝜙(𝑞) are even. Then, 

we can write 𝑝 − 1 = 2𝑘 and 𝑞 − 1 = 2𝑡 such that 𝑘 and 𝑡 are positive integers. Thus, it is written 𝑡 =

𝑘 + 1. Therefore, (𝑘, 𝑡) = (𝑘, 𝑘 + 1) = 1 i.e., (𝑘, 𝑡) = 1 . It follows that, 

(𝜙(𝑝), 𝜙(𝑞)) = (𝑝 − 1, 𝑞 − 1) = (2𝑘, 2𝑡) = 2(𝑘, 𝑡) = 2             (4.1) 

Now we can determine 𝐾 and 𝐾′. The roots of the polynomial 𝑥𝑝 − 1 = 0 can be given by 

𝜎, 𝜎2, … , 𝜎𝑝−1, 𝜎𝑝 = 1, 
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where 𝜎 = 𝑒
2𝜋𝑖

𝑝 . Since 𝐾 = ℚ(𝜎, 𝜎2, … 𝜎𝑝−1) = ℚ(𝜎) and irreducible polynomial 𝑖𝑟𝑟(𝜎,ℚ) = 𝑥𝑝−1 +⋯+
𝑥+ 1, we have [ℚ(𝜎):ℚ] = 𝑝 − 1. Similarly, the roots of the polynomial 𝑥𝑞 − 1 = 0  can be given by 

𝜁, 𝜁2, … , 𝜁𝑞−1, 𝜁𝑞 = 1, 

where 𝜁 = 𝑒
2𝜋𝑖

𝑞 . Hence, we obtain 𝐾′ = ℚ(𝜁), and 𝑖𝑟𝑟(𝜁, ℚ) = 𝑥𝑞−1 +⋯+ 𝑥 + 1 . It is obvious that 
[ℚ(𝜁): ℚ] = 𝑞 − 1 and ℚ(𝜎) is a finite extension of ℚ, and ℚ(𝜁) as well. Therefore, ℚ(𝜁) is a finite 
extension of ℚ(𝜎). Let us show this. Assume that ℚ(𝜁) is an infinite extension of ℚ(𝜎). Then, ℚ(𝜁) 
is also infinite extension of ℚ . But, it contradicts with [ℚ(𝜁): ℚ] = 𝑞 − 1 < ∞. So, ℚ(𝜁)  is finite 
extension of ℚ(𝜎) . Assume that [ℚ(𝜁): ℚ] = 𝛼 . This implies [ℚ(𝜁): ℚ] = [ℚ(𝜁): ℚ(𝜎)] × [ℚ(𝜎):ℚ], 
which means 𝑞 − 1 = 𝛼(𝑝 − 1). From Eq. (4.1) there exists 𝑥, 𝑦 ∈ ℤ such that (𝑝 − 1)𝑥 + (𝑞 − 1)𝑦 =
2. If we arrange some equations, it follows (𝑝 − 1)(𝑥 + 𝛼𝑦) = 2, which means (p − 1)|2. Since 𝑝 > 2, 

we get 𝑝 = 3 and so 𝑞 = 5. These results reveal that 𝛼 =
𝑞−1

𝑝−1
= 2. As a result, [ℚ(𝜁): ℚ(𝜎)] = 2 and 

𝐾/𝐾′ is an normal extension. 
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Trend Analysis of Somali Precipitation Data 
 

Hodo ABDILAHI1 
Turgay PARTAL2 

Introduction 

Water is one of the most vital substances on our planet. Population growth has led to 
increased water consumption due to the global climate change. Many African countries, including 
Somalia are among the most affected by climate change and are also not part of the richest countries 
in terms of water. 

Trend analysis and homogeneity tests was studied by many researchers in last years (Gocic 

and Trajkovic, 2013; Topuz, 2017). Özkoca (2018) studied homogeneity tests and trend method 
of Mann-Kendall and Sen for annual average precipitation and annual average of temperature data 
in the Central Black Sea region between 1975-2013. In the results of the study, an increasing 
precipitation an increase of temperature on the coasts and a decrease in the interior areas were 
detected. Rustum et al (2017) conducted a long-term study of trend analysis of Shire basin in Malawi 
from 1952-2010. In their study, the non-parametric Mann-Kendall test were used to determine the 
importance of the trends, and Sen’s slope Method were used to determine the magnitude of the 
trends. They concluded that 20 years of precipitation increased, although monthly precipitation 
had an increasing trend in winter (November-April) and decreasing trend in summer (May-
October). During the winter months, the monthly trend analysis emerged as a rising trend across 
all sites. Tokgöz and Partal (2020) applied trend analysis on the precipitation and temperature data 
of 16 stations of the years 1960-2015 in the Black sea region. In their study, Mann-Kendall and 
Innovative Sen Method were used to find trend analysis. As a result annual precipitation and annual 
temperature in the Black Sea  region showed an overall increasing trend. Oğuztürk and Yıldız 
(2014) studied drought analysis in different time periods in Kırıkkale province. They used the 
standardized precipitation index (SPI) to analyze drought status. They determined that the SPI data 
are compatible with the climatic conditions observed in the study area. 

In this study, the trends of annual precipitation  data of  Somalia, which is one of the regions 
most affected by climate change and located in East Africa, were examined. Fort his purpose, 
Mann-Kendall, Sen slope and Sen’s innovative methods were used. It’s important to carry out this 
research, especially in a region where precipitation is very rare and limited such as Somalia. Very 
few studies have been carried out in Somalia’s climate change. This study will make an important 
contribution to the literatüre. 

MATERIAL AND METHODS 

This section gives information about the study area. Trend analysis of annual precipitation 
data for 10 stations in Somalia were performed using different trend tests. The average of annual 
rainfall in Somalia is 267mm. In this study the data of 10 meteorological observation stations in 
North and East regions in Somalia were used. The map of the stations was given in Figure1 

 
1 Student, Ondokuz Mayis University, Civil Engineering.   
2 Prof. Dr.Turgay PARTAL, Ondokuz Mayis University, Civil Engineering. 
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Figure 1: Map of Somalia 

Table:1 Information of  the Stations Examined in the Study 

 

Homogeneity Tests 

The use of homogeneous series in studies on climate change plays a very important role 
(Zaifoğlu et al. 2017). Changes in homogeneous series are due to climate and meteorological 
changes (Conrad and Pollak, 1950). In other words, non-climate changes can distrupt the 
homogeneity of time series. Relocation of measuring station, exposure to environmental factors, 
instrumentation and setting errors affect the homogeneity of climate data. For this reason, it’s 

Station 

Name 

Observation 

Years 

 (mm) 

Height 

(m) 

Latitude Longitude Average of yearly 

total Precipitation 

(mm) 

Auto-

correlation 

Borama 1981-2019 1.454 9,9360°N 43,1844°E 548 0,235 

Hargeisa 1981-2019 1.334 9,5624°N 44,0770°E 726 0,385 

Berbera 1981-2019 3 10,4348°N 45,0140°E 38.5 0,222 

Bur’o 1981-2019 1.037 9,5259°N 45,5346°E 123 -0,069 

Buhodle 1981-2019 672 8,2363°N 46,3385°E 193.7 -0,134 

Erigavo 1981-2019 2.470 10,6150°N 47,3658°E 120.93 -0,289 

Las’anod 1981-2019 691 8,4760°N 47,3658°E 52.27 -0,237 

Garowe 1981-2019 4.000 8,4084°N 48,4837°E 123 -0,324 

Qardho 1981-2019 802 9,5116°N 49,0868°E 96 -0,289 

Bosaso 1981-2019 15 11,2755°N 49,1879°E 91.95 0,00 
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important to homogeneity of the data obtained from the stations in studies related to climate 
change characteristics.  

Alexanderson’s Standart Normal Homogeneity Test (SNHT) was effectively used to examine 
various climate and hydrological factors (Alexanderson, 1986). The data were distributed separately 
and randomly according to the H0 hypothesis accepted for this test. It is sensitive to detecting 
breaks or distortions on the test very set at the beginning and end. Buishand test is sensitive to 
detecting time deviations in the center (Wijngaard et al. 2003). When the data series is 
homogeneous, the test statistic value will be equal to 0, since time series will not have a systemic 
deviation. On the other hand, the Pettit test was developed by Pettit (1979) to determine the point 
of change in a time series. This non-parametric method is used to explore the change point on a 
monthly or annual scale (Pettit,1979). According to test, zero hypothesis has a random and 
independent distribution of the series. The alternative shows that there is sudden change in 
defending. If the test statistic exceeds the critic value, the H0 hypothesis is rejected. According to 
the Ho hypothesis in the Von-Neumann test, the data is not randomly distributed. The time series 
is distributed according to alternative hypothesis. This test does not define a particular place where 
homogeneity is disrupted and does not provide information about when homogeneity is disrupted 
(Winjngaard, 2003).  

Mann-Kendall Test- 

The Mann-Kendall test was developed by Mann (1945) and Kendall (1975). This test is 
independent of the distribution of the random variable and is a non-parametric test. Due to this 
feature, Mann-Kendall test is widely used especially on hydrometeorological data. According to 
this test, the H0 hypothesis accepts that there is no trend in a time series, while the H1 non-
hypothesis accepts that there is a trend (Beyazit, 1996). 

Sgn (xi-xj) =1; if xj >xi 

                    0; if xj =xi 

                   -1; if xj<xi 

S=∑ ∑ sg
n∑
j=i+1

n−1∑
i=1                                                                                                                            (1) 

 

If the time data length is n>10, it is assumed that the data are normally distributed and 
variance is calculated as in equation 2 

var( s) =
n(n−1)(2n+5)−∑ ti(ti−1)(2t+5)k

i=1

18
                                                                                                      (2) 

z =

{
 
 

 
 

s−1

√Var(s)
; EğerS > 0

0; EğerS = 0
s+1

√Var(s)
; EğerS < 0

                                                                                                                              (3) 

If the absolute value of the z value calculated as a result of equation (2) is greater than the z 
value determined at the α significance level, the H0 hypothesis is rejected, that is there is a 
significant trend in the time series. If it is small, the H0 hypothesis is accepted, that is there is no 
significant trend in the time series. If the MK test statistical value (s) is positive, it is determined 
that there is an increasing trend and if it is negative there is a decreasing trend (Yu et al, 1993). 
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Sen’s Slope Test 

This method is a non-parametric test developed by Sen (1968). This test calculates both the 
lineer rate of change and the intersection according to Sen’s method. Likewise, this method is used 
to calculate the magnitude of the change in the variable (the amount of increase or decrease 
precipitation over period). Here, the number of data and the first data at times j and k are xj and 
xk (j>). 

N = N(
n−1

2
)                                                                                                                                   (4) 

Periodically Qi parameter 

Qi =
xj−xk

(j−k)(i=1.....,N)
                                                                                                                           (5) 

The median of the Qi values calculated according to the Sen method gives the inclination of 
the linear trend. 

Innovation Sen Method 

Innovative Sen method, is a new trend analysis, was first introduced by Sen (2012). In this 
method, the time series is divided in two equal parts and each part is sorted from the smallest to 
the largest starting from the first date. Then according to the cartesian coordinate system, the first 
of the two data columns (xi) is placed on the X axis and the other (xj) Y axis. If the data is collected 
on the 1:1 ideal line (45° line), there is no trend in the time series. 

 

 

Figure 2: Data display in cartesian coordinates 
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Standardized Precipitation Index (SPI) 

The Standardized Precipitation Index (SPI) was developed by McKee et al. (1993) to quantify 
the precipitation deficit for several time scales. These time scales reflect different water resources. 
The SPI is defined for each of the time scale difference between the monthly precipitation on a 

3,6- or 13-month time scale (xi) and ( x− ), divided by the standard deviation (s). 

xı x
SPI

s

−
=                                                                                                                             (6) 

Where xi is the monthly rainfall amount and x , s is the mean and standard deviation of 
rainfall calculated from the whole time series of monthly values. 

Table 2: SPI Classifation 

 

 

RESULTS AND DISCUSSION  

This section summarizes the main research findings of the study  

Results of Homogeneity Analysis 

In this section, precipitation data were applied for annual average of the 10 stations 
examined. As indicated in Table 3, the most common homogeneity tests Pettit, SNHT, Buishand 
and Von-Neumann tests were applied. For these tests, the data were distributed separately and 
randomly according to the accepted H0 hypothesis accepted. As a result of the study, it was 
determined that Berbera, Bur’o and Erigavo stations have 2nd class (suspicious homogeneous) data 
in terms of homogeneity. However, in the remaining 7 stations in the study, Hargeisa, Borama, 
Buhodle, Las’Anod, Garowe, Qardho and Bosaso stations were became 1st class (homogeneous). 

 

 

Table 3: Annual precipitation homogeneity results 

SPI Index Value Drought category 

2.0 and above Extremely wet 

1.50 to 1.99 Severe wet 

1.00 to 1.49 Moderate wet 

0.0 to 0.99 Mild wet 

0.0 to -0.99 Mild wet 

-1.00 to -1.49 Moderate drought 

-1.50 to 1.99 Severe drought 
-2.00 to below Extreme drought 
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Station Name Test Name Result  
H0: Accept/Reject 

Class 

Borama Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Reject 
Accept 
Accept 

Class:1. 
Homogeneous 

Hargeisa Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Reject 
Accept 
Accept 

Class:1. 
Homogeneous 

Berbera Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Reject 
Reject 
Accept 

Class: 2. 
Suspicious 
Homogeneous 

Bur’o Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Reject 
Reject 
Accept 

Class: 2. 
Suspicious 
Homogeneous 

Buhodle Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Accept 
Reject 
Accept 

Class:1. 
Homogeneous 

Erigavo Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Reject 
Reject 
Accept 

Class: 2. 
Suspicious 
Homogeneous 

Las’Anod Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Accept 
Accept 
Accept 

Class:1. 
Homogeneous 
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Results of Trend Analysis 

Mann Kendall Trend Analysis 

Mann-Kendall method findings for annual average precipitation values are given in Table 4. 
The results were evaluated by comparing the critical z value 1.96 for the 95% confidence level. 
Accordingly, a statistical significant decreasing trend was determined at 95% confidence level for 
Borama, Hargeisa, Bur’o, Garowe and Bosaso. Although, an increasing trend was determined in 
only two stations of the ten stations.  

Table 4: Results of Mann-Kendall and Sen’s slope tests. 

Station Name MK Test 
Z Value 

Sen’s slope 
(mm/year) 

Significant Trend 
%95 

Decision Trend 
type 

Borama -3,04 -0,461 Yes Decreasing 

Hargeisa -3,434 -0,886 Yes Decreasing 

Berbera  
-1,023 

-0,179 No No Trend 

Bur’o -2,389 -0,578 Yes Decreasing 

Buhodle 0,629 0,106 No No Trend 

Erigavo -3,042 -0,461 Yes Decreasing 

Las’Anod 0,377 0,072 No No Trend 

Garowe -0,327 -0,059 No No Trend 

Qardho -1,383 -0,200 No No Trend 

Bosaso -2,263 -0,148 Yes Decreasing 

 

 

Garowe Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Accept 
Reject 
Accept 

Class:1. 
Homogeneous 

Qardho Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Accept 
Accept 
Accept 

Class:1. 
Homogeneous 

Bosaso Pettit 
SNHT 
Buishand 
Von-Neuman 

Accept 
Accept 
Reject 
Accept 

Class:1. 
Homogeneous 
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Innovative Sen Trend Analysis 

In this section, annual average precipitation data are graphically examined for Innovative Sen 
trend analysis.   

 

 

 

Figure 3: Graphical results of Innovative Sen trend analysis 
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The precipitation data of 10 meteorological stations in Somalia were studied for the 
innovation Sen method. The data were split into two classes from 1981 to 1999 and 2000 to 2018. 
This graphics show us there is a decreasing trend in the average yearly precipitation data at Borama, 
Hargeisa, Bur’o, Erigavo, Qardho and Bosaso stations. Although, Las’Anod and Garowe stations 
is determined that there is a middle trend. According the other stations, Berbera station showed 
that there is no trend. 

Results of Standardized Precipitation Index (SPI) 

In this section, precipitation data were applied for 12 monthly (annual) standardized 
precipitation index of the 10 stations. As indicated in Figure 4, Borama, Berbera, Hargeisa, Bur’o, 
and Erigavo stations showed positive SPI values for the data period from 1981 to 1999, while these 
stations showed negative SPI values for the data period from 2000 to 2019. Namely, these stations 
indicated a drought period since 2000. All stations also show a severe drought period for the 2018 
and 2019 years. 
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Figure 4: Graphical results of annual SPI 

CONCLUSION  

In this study, the trend analysis of the annual average precipitation of ten stations of Somalia 
is examined by using Mann-Kendall test, Sen’s slope and Sen innovation test. Also, homogeneous 
tests of the stations were examined. Homogeneity of the stations were examined by using 
homogeneity tests (Pettit, SNHT, Buishand and Von-Neumann). In the result three stations of the 
study became 1st class (non-homogenous) the rest of the seven stations became 2nd class 
(homogeneous). The results of the trend tests, Mann-Kendall and Sen tests, a decreasing trend tests 
were determined at 95% confidence level for Borama, Hargeisa, Bur’o, Garowe and Bosaso. 
Although, an increasing trend was determined in only two stations of the ten stations. However, 
innovation Sen test method, different slopes were seen for low, medium and high values in the 
graphical results of the stations between (1981-2018). Decreasing trends were found in most 
stations. SPI results indicate a drought period for the Somali precipitation data after 2000.
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Introduction 

Increasing world population creates the need of alternative protein resources and plant–
based proteins are expected to meet this demand of protein diet (Bernardi et al., 2021: 1). Legumes 
can be excellent protein sources because of their high protein content and low price. Fenugreek 
(Trigonella foenum graecum L.) is a legume which belongs to the Fabaceae family and its seeds have 
been used as medicines for over 2500 years (Srinivasan, 2006: 203). Fenugreek seeds are also used 
as spices and flavoring agents for different food formulations. Fenugreek seeds are rich in oil, 
dietary fiber and also protein. 100 g of fenugreek seed may contain 15-39 g protein and the 
fenugreek protein have mainly albumin fraction. 

The combination of alkaline extraction and isoelectric precipitation methods are frequently 
used for the extraction of plant proteins from their tissues. The solubility of proteins is increased 
at alkaline conditions and the lowest solubility of the proteins occurs at the isoelectric point, which 
is around pH 4-5 for the plant–based proteins (Klupšaitė and Juodeikienė, 2015: 8). Alkaline 
extraction is carried out by setting the pH of the extraction medium to alkaline and stirring the 
medium at a constant agitation rate. To reduce extraction time and energy usage, enhance the 
energy transfer rate and obtain higher extraction yields, ultrasonic-assisted extraction (UAE) 
technique can be used for the protein extraction from plants (Bernardi et al., 2021: 1458). UAE is 
considered as a green extraction technique and it is a clean and a novel technology for the extraction 
of proteins from plant tissues (Ohja et al., 2020: 115663). 

 In this study, fenugreek seed proteins were extracted using alkaline extraction and UAE. 
The alkaline extraction conditions (pH level, extraction time, NaCl concentration, solid–solvent 
ratio) were determined and UAE was also applied to make a comparison in terms of extraction 
time and extraction yield. Moreover, physicochemical properties such as coagulated protein, water 
holding capacity, oil holding capacity, foaming properties and emulsion properties of defatted 
fenugreek seed protein isolates obtained with alkaline extraction and UAE were investigated. 
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MATERIALS AND METHODS 

Material 

 The fenugreek seeds bought from a store selling regional products in Tokat, Turkey were 
first combed out to remove foreign matters. After that, fenugreek seeds were powdered using a 
rotary blender (Sinbo SHB 3020, Turkey). The powdered seeds were screened with a 630 µm sieve 
and the powder under the sieve was collected. Because of having high fat content (16.15±1.02%) 
this fraction of the powder was subjected to defatting process with n-Hexane (n-Hexane Ultra-
Pure >96%, Tekkim, Turkey) (1:4, w/v). The protein content of the defatted fenugreek seed was 
determined by Kjeldahl method as 17.13±0.10%. 

Alkaline Extraction 

 To obtain proteins from defatted fenugreek seeds, the alkaline extraction conditions of pH 
level, extraction time, NaCl concentration and solid–solvent ratio were determined. Firstly, the 
effect of pH level was determined. Only distilled water was used as solvent and the pH was set 
with 0.1-1.0 M NaOH after defatting and the distilled water was mixed. To determine the effect of 
pH to the extraction yield, medium pH level was set to 9.0 and 12.0, and 24 hours of extraction 
was applied (solid–solvent ratio of 62.5 g defatted fenugreek seed in 1 L water). After determination 
of the pH level, the effect of the NaCl concentration and the extraction time on extraction yield 
were also investigated. 0-1 M of NaCl concentrations and 2-8 hours of extraction times were used 
at the medium pH of 12.0 and 62.5 g/L solid–solvent ratio. Following to the determination of 
NaCl concentration and extraction time, the effect of solid–solvent ratio was examined and solid–
solvent ratio of 20-60 g/L was applied. For all extraction conditions, the protein amount in the 
aqueous extract was determined with Bradford method (g protein in L solvent) and the extraction 
yield was determined with Equation 1. 

Extraction yield (%)=
protein amount in the extract

initial protein content of the prepared solutions
×100 (1) 

Ultrasonic-Assisted Extraction 

 UAE was applied to the defatted fenugreek seeds and the effects of the extraction time and 
solid–solvent ratio were investigated. The UAE was carried out using a laboratory scale sonicator 
having ½” diameter probe (Q 500, Q Sonica, 500 W, 20 kHz, USA). An ice bath was used to 

prevent samples from overheating and extraction temperature was kept at ~ 25°C. At pH 12.0 and 
55% ultrasonic amplitude, 10-60 minutes of extraction times were used and the effect of solid–
solvent ratio (20-60 g/L) on the extraction yield was also investigated. For the extraction yield, 
Equation 1 was used. 

Production of Protein Isolates 

 The supernatant phases obtained after different extraction processes having the highest 
extraction yield were acidified to different pH levels (pH 3.5, 4.0, 4.5 and 5.0) and left to precipitate 
for 15, 120 and 360 minutes. Precipitation yield was calculated using Equation 2. After 
determination of precipitation conditions, the samples were subjected to centrifugation and the 
supernatant phases were discarded. The precipitates were washed with distilled water at pH 4.0. 
Washed precipitates were then subjected to centrifugation at 6000 rpm for 5 minutes and this 
washing procedure was repeated for thrice. To obtain powdered protein isolates, precipitates were 
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dissolved in distilled water having pH 7.2 and these solutions were frozen at -18°C for 12 hours. 
Following that, freeze drying (Christ Alpha 1-4 LSC Plus, Germany) was applied to the samples 
for 72 hours. The powdered fenugreek seed protein isolates were used for further analysis. 

Precipitation yield (%)=100 −
protein amount of supernatant after precipitation time  (g/L)

protein amount of the extract (g/L)
×100 

(2) 

Analysis Methods 

 Coagulated protein, water holding capacity, oil holding capacity, foaming properties and 
emulsion properties of the protein isolates obtained from the extracts of alkaline classical extraction 
and UAE having highest extraction yield were determined. The coagulated protein percentage of 
the protein isolates were determined with the method of Kramer and Kwee (1977). Water holding 
capacity of the fenugreek seed protein isolates were determined with the slightly modified version 
of the method described by Piornos et al. (2015). Foaming properties namely foaming capacity and 
foam stability were determined using the method of Timilsena et al. (2016) and emulsion properties 
of the protein isolates namely emulsion stability, emulsion activity and emulsion capacity were 
determined the methods described by Feyzi et al. (2017). 

Statistical Analysis 

 Comparison of the analysis results for the samples were carried out using the SPSS 21.0 
(IBM, USA) package program. 

RESULTS AND DISCUSSION 

 The effect of pH level on the defatted fenugreek seed protein extraction yield, extraction 
medium was set to pH 9.0 and pH 12.0 and extraction was carried out for 24 hours. Results showed 
that higher extraction yield was achieved at pH 12.0 than pH 9.0 (Table 1). Feyzi et al. (2017: 31) 
reported that the solubility of the fenugreek seed proteins had its highest level at higher pH values 
(≥ pH 10.0). Because of having higher extraction yield (p<0.05), pH 12.0 was selected as the 
extraction medium pH level for the defatted fenugreek seed protein extraction. From this point 
on, pH 12.0 was used for all different extraction studies.  

Table 1. Effect of pH level on the protein extraction yield 

Medium pH 
Protein content 

(g/L) 
Extraction Yield 

(%) 

9.0 6.63 (±0.05) 61.92 (±0.45)b 

12.0 8.48 (±0.06) 79.17 (±0.46)a 
a-b Means with uncommon superscripts within a column are significantly different (p<0.05). 

 To determine the pH level, long extraction times (24 hours) used to minimize the effect of 
the extraction time. However, determination of extraction time in alkaline extraction that gives the 
highest extraction yield is required, because different plant materials’ protein extraction times could 
be different. In this study, extraction time (alkaline extraction) having the highest extraction yield 
was determined to prevent non-efficient use of time. Moreover, different salt concentrations were 
used to determine the effect of salt (NaCl) on the defatted fenugreek seed extraction yield. The 
results are shown in Table 2. Results showed that the highest extraction yields were obtained when 
only distilled water was used (without NaCl) and 4-8 hours of extraction times (p<0.05). The 
solutions prepared without NaCl at extraction times of 4, 6 and 8 hours, there was no statistical 
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difference between extraction yields (p>0.05). For further extractions, extraction time was applied 
as 4 hours and only distilled water was used (without NaCl). 

Table 2. Effect of the extraction times and NaCl concentrations on protein extraction yield 

NaCl Concentration 
(M) 

Extraction Time 
(h) 

Protein content 
(g/L) 

Extraction Yield 
(%) 

0.0 

2 7.21 (±0.06) 67.35 (±0.54)b 

4 8.19 (±0.05) 76.49 (±0.45)a 

6 8.31 (±0.06) 77.57 (±0.54)a 

8 8.40 (±0.04) 78.47 (±0.36)a 

0.5 

2 5.28 (±0.18) 49.28 (±1.72)g 

4 6.80 (±0.19) 63.52 (±1.81)cd 

6 7.10 (±0.03) 66.27 (±0.27)bc 

8 6.70 (±0.05) 62.56 (±0.45)d 

1.0 

2 6.09 (±0.06) 56.88 (±0.55)f 

4 6.99 (±0.02) 65.31 (±0.18)bcd 

6 6.39 (±0.10) 59.69 (±0.90)e 

8 5.99 (±0.36) 55.92 (±3.34)f 
a-g Means with uncommon superscripts within a column are significantly different (p<0.05). 

 In this study, 20-60 g/L solid-solvent ratio was used to determine the highest extraction 
yield at pH 12.0, and 4 hours of extraction time. The results were given in Table 3 and it was 
observed that the highest extraction yield was obtained at 20 and 40 g/L of solid-solvent ratios 
(p<0.05). The extraction yields were reduced at 60 g/L, possibly due to the extraction of more 
gums than 20 and 40 g/L of solid-solvent ratios which could negatively affect the protein 
extraction. 

Table 3. Effect of the solid-solvent ratio on protein extraction yield 

Solid-solvent ratio  
(g/L) 

Protein content 
(g/L) 

Extraction Yield 
(%) 

20 3.12 (±0.02) 91.11 (±0.56)a 
40 6.21 (±0.08) 90.67 (±1.13)a 
60 8.40 (±0.02) 78.47 (±0.18)b 

a-b Means with uncommon superscripts within a column are significantly different (p<0.05). 

 After determination of the conditions of alkaline extraction with the highest extraction 
yields (>90%), UAE was applied to the defatted fenugreek seeds to extract proteins. At 55% 
amplitude, 10-60 minutes of extraction times were applied for 40 g/L of solid–solvent ratio. The 
results are shown in Table 4 and it was observed that the highest extraction yields were obtained 
for the 30 and 45 minutes of extraction times. When UAE was compared with alkaline extraction, 
it was observed that higher extraction yields were achieved at 8-folds shorter time. The superiority 
of the UAE for the defatted fenugreek seed protein extraction over alkaline extraction in terms of 
extraction time and extraction yield was observed. 

Table 4. Ultrasonic-assisted extraction of the fenugreek seed proteins 

Extraction Time 
(min) 

Protein content 
(g/L) 

Extraction Yield 
(%) 

10 3.92 (±0.00) 57.59 (±0.02)c 
30 6.50 (±0.01) 95.45 (±0.02)a 
45 6.61 (±0.00) 97.05 (±0.02)a 
60 6.17 (±0.01) 90.62 (±0.02)b 

a-c Means with uncommon superscripts within a column are significantly different (p<0.05). 

 To obtain defatted fenugreek seed protein isolate (from the supernatant extracted at pH 
12.0, 40 g/L), isoelectric point precipitation technique was used and the effects of precipitation 
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times and pH values were investigated to obtain the highest precipitation yield. The results are 
given with Table 5 and the high precipitation yields (>90%) were achieved by isoelectric point 
precipitation technique (Table 5). According to Table 5, the pH 4.0 and 360 minutes of 
precipitation time gave the highest precipitation yield (p<0.05). On the other hand, at pH 3.5, 
fenugreek seed proteins were more soluble than at pH 4.0, 4.5 and 5.0. The results showed that 
fenugreek seed proteins’ isoelectric point was around pH 4.0. 

 

Table 5. Precipitation yields at different precipitation times and pH values 

pH 
Precipitation Yield (%) 

15 min 120 min 360 min 

3.5 82.08 (±0.16)dC 89.49 (±0.03)dB 90.09 (±0.03)dA 
4.0 89.94 (±0.05)aC 93.01 (±0.13)aB 93.16 (±0.10)aA 
4.5 89.39 (±0.03)bC 91.94 (±0.13)bB 92.44 (±0.08)bA 
5.0 86.94 (±0.10)cC 90.46 (±0.14)cB 91.25 (±0.15)cA 

a-d Means with uncommon superscripts within a column are significantly different (p<0.05). 
A-C Means with uncommon superscripts within a line are significantly different (p<0.05). 

 

 The characterization results were given in Table 6. Protein isolates obtained with alkaline 
extraction and UAE were compared. The results showed that water holding capacity, oil holding 
capacity and foaming properties of the protein isolates obtained with alkaline extraction and UAE 
were quite similar (p>0.05). On the other hand, emulsifying properties of the protein isolates 
obtained with UAE were better than that of obtained with alkaline extraction (p<0.05) (Table 6). 
Flores-Jiménez et al. (2022: 105976) reported that Pithecellobium dulce (Roxb.) seed protein isolates’ 
emulsifying properties were enhanced with the application of 20 kHz and 600 W sonication for 30 
minutes. 

 

Table 6. Characterization of fenugreek seed protein isolates 

Sample 
CP 
(%) 

WAC 
(g/g) 

OAC 
(g/g) 

FC 
(%) 

FS 
(%) 

ES 
(min) 

EA 
(m2/g) 

EC 
(%) 

UAE 
3.22 

(±0.16)a 
2.44 

(±0.16)a 
1.90 

(±0.16)a 
17.70 

(±0.16)a 
71.92 

(±0.16)a 
33.74 

(±0.16)a 
82.80 

(±0.16)a 
29.39 

(±0.16)a 

ACE 
3.19 

(±0.16)a 
2.38 

(±0.16)a 
1.87 

(±0.16)a 
17.50 

(±0.16)a 
71.41 

(±0.16)a 
28.44 

(±0.16)b 
75.30 

(±0.16)b 
25.56 

(±0.16)b 
UAE: ultrasonic-assisted extraction, ACE: alkaline classical extraction, WAC: water holding capacity, OAC: oil holding capacity, 
FC: foam capacity, FS: foam stability, ES: emulsion stability, EA: emulsion activity, EC: emulsion capacity 
a-b Means with uncommon superscripts within a column are significantly different (p<0.05). 

 

CONCLUSIONS 

 In this study, the alkaline extraction and UAE conditions of fenugreek seeds were 
determined to achieve the highest protein extraction yield and precipitation conditions of the 
fenugreek seed proteins were also examined. Moreover, coagulated protein, water holding capacity, 
oil holding capacity, foaming properties and emulsion properties of protein isolates obtained at the 
highest yields were determined. Results showed that UAE was superior to alkaline extraction in 
terms of extraction time, extraction yields and protein isolates obtained with UAE method showed 
better emulsifying properties. By the UAE, fenugreek seed proteins can be extracted at shorter 
times with higher yields and UAE can be a suitable technology for the protein extraction from 
fenugreek seeds.  
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1.Introduction 

Propeller propulsion is of great importance for all commercial or military vessels. The vast 
majority of marine vehicles have propeller-driven propulsion systems. Controllable pitch propellers 
are preferred in order to increase high speed and maneuverability in propeller propulsion systems. 
Controllable pitch propellers are available in many different designs. Apart from the mechanical 
elements of the system, the hydraulic force that provides the movement of the system is the most 
important element. It is to analyze the hydraulic force effect created to overcome the resistance 
force acting on the blades in the sea during the rotation of the propeller and to analyze this force 
numerically. 

For this reason, existing studies in the literature have been examine in order to 
mathematically examine the force acting on the blades of pitch-controlled propellers. 

This article mainly focuses on the mathematical model of the control pitch mechanism for a 
controllable pitch propeller (CPP), which can realize the propeller blade position change and give 
suitable information about the oil pressures produced in the CPP hub. In fact, too high pressures 
may be responsible for the mechanical failure, and then it should always be examine by the ship's 
automation. Regarding the conventional representation of the few spindle torque data reported in 
the literature, in the proposed mathematical model, the transport inertia forces and the Coriolis 
inertia forces acting on the propeller blade are evaluated by considering the ship's roll motion. 
Propeller speed (including shaft accelerations and decelerations) and blade rotation during pitch 
change. Because of the introduced procedure, the CPP model was develop as part of a general 
propulsion simulator representing the dynamic behavior of a twin-screw fast ship. The aim of the 
study is to represent ship propulsion dynamics with time-domain simulation, where automation 
designers can develop and test various propulsion control options. A brief description of the 
simulation approach adopted for ship collision arrest is show at the end of this article. In particular, 
the drive control action has been studied considering machine performance and constraints, 
including control pitch mechanism feedback in terms of allowable forces and pressures. (Altosole 
M. et al. 2011) The Report begins in Chapter 2 with a description of the operation of the CPP. 
Subsystems thought to be relate to the dynamic behavior of the system are then model. Then, the 
model was verify by making some measurements on a test bench developed within the scope of 
this thesis. A comparison is made to verify whether the test bench represents a CPP. In Chapter 3, 
an overview of observers for nonlinear systems is given and an observer is design. Performance is 
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test on the test bench. In Chapter 4, a new control strategy is developed and two new step 
controllers are design. These new controllers are compare with the traditional proportional 
controller and the relevant results are give by simulations and experiments. Finally, in Chapter 5 
conclusions are drawn and recommendations for future work are formulated. (Dullens F. P. M. et 
al. 2009) The research described in this paper was conducted to estimate the hydrodynamic and 
frictional forces of the controllable pitch propeller. (CPP) causes wear problems in the blade 
bearing. The main equations are Reynolds averaged Navier-Stokes (RANS) and are solve by the 
Open FOAM solver for the hydrodynamic forces behind the ship's track. Frictional forces are 
calculated using practical mechanical formulas. To obtain the hydrodynamic coefficients in open 
water and in the trail behind the propeller, different propagation speeds with constant rotational 
speed are use for the blades. Results are compare at four different sites. Detailed numerical results 
of the 3D modeling of the propeller, its hydrodynamic properties, and the possibility of friction 
motion in the propeller are present. The results show that the probability of friction motion is 
relate to the pitch. (Tarbiat S. et al. 2014) This study focuses on friction in a controllable pitch 
propeller (CPP), wear formation in a CPP system, and their interdependence. The author has tried 
to obtain a general description of the problem that includes the hydrodynamic and mechanical 
aspects of a CPP, rather than delving into the tribology aspects alone. By doing this, the author 
concluded that total wear is the result of several wear mechanisms, but friction and sliding wear in 
the first place. It has been tried to explain the existence of wear because of very high oscillations 
in the track speed while the ship is cruising at sea. The wear experiments presented in this book 
show that friction wear is more dangerous than other wear mechanisms in CPP. Finally, based on 
experiments and previous analysis, the author presents a model of total wear for a CPP. This book 
is useful for marine engineers had better understand the characteristics and limitations of a CPP in 
real service conditions. It can also be an example of how to use a multidisciplinary approach to 
solving a particular problem. It is also helpful for tribologists to get an impression of the problems 
facing sea people and how they relate to their expertise. (Godjevac M. et al. 2009) The main 
objective of this study is the development and use of simulation techniques for the design of a 
naval ship's propulsion control system. The use of such a simulation platform to test the propulsion 
controller previous to installation on the ship allowed the automation provider to significantly 
reduce setup time during sea trials. In addition, the simulation platform allowed optimization of 
propulsion plant performance in terms of responsiveness, fuel consumption, and safety. After sea 
trials, different models were validate. A good correlation was observe between the experimental 
and simulated data. Obviously, some differences exist and it is important to understand the reasons 
for future improvements. (Martelli M. et al. 2014) The aim of this study is to use the CFD 
(Computational Fluid Dynamics) technique to examine the effects of the pitch ratio on the thrust 
characteristics of a controllable pitch propeller. The analyzed propeller is in the following design 
condition: 3.65 m diameter, 200-rpm speed, number of blades 4, average pitch 2,459 m, and pitch 
ratio 0.6737 at 0.7. The first phase involves networking and refining the designed propeller's 
domain. The second stage is concerned with defining the initial and boundary conditions of the 
networked module. In the final stage, various results for the pitch ratio affecting the thrust 
characteristic of the propeller are calculated and analyzed. The results achieved are the basic design 
and increased efficiency of the controllable pitch propeller. (Nguyen C. et al. 2018) This article 
aims to give a brief overview of the design process of an adapted propeller and to give a brief 
historical development of mathematical models. Discuss the possibilities and limitations of 
hydrodynamic propeller design. In this process, the blade strength should also be take into account, 
and in our opinion, it should be do with the available possibilities. It controls the design by taking 
into account the rules of the classification societies and analyzing it with a finite element approach. 
This is an important tool for analyzing the fatigue of the blades and components of the controllable 
system. This article suggested values of some sensitive limits for propeller design constraints since 
track area and ship structure are the limits given for the design process. A propeller designer is a 
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job that allows high-end projects such as navy ships and mega yachts to find their limits to fulfill 
their currently expected specifications. (Zarbock O. et al. 2009) 

In this study, the hydrodynamic analysis of the propeller maneuvers of the controllable pitch 

propeller obtained by modifying a fixed pitch propeller at different starting positions was carried 

out. In this study, the focus is on the torque value of the blade. 

2.The Numerical Methods 

2.1.Unsteady RANS Method 

The governing equations are the continuity equation and the RANS equations for the 
unsteady, three dimensional, incompressible flow. The continuity equation can be given as; 

0i

i

U

x


=


            (1) 

The momentum conservation equations are expressed as; 
' '( ) 1i j j i ji i

j i j j i j
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+ = − + + −            

      (2) 

2.2.Dimensionless coefficients 

The dimensionless coefficients that are frequently used in propeller hydrodynamic studies 
are the thrust coefficient, thrust coefficient, and torque coefficient. 

 
Progress Coefficient; 

aV
J

nD
=             (3) 

 
Thrust Coefficient; 

2 4

T
KT

n D
=             (4) 

  
Torque Coefficient; 

2 5

Q
KQ

n D
=             (5) 

 
can be defined as. 
 

In addition, apart from the propeller rotation, which is discussed in the results section of the 
study, the blade torque coefficient obtained by the rotation of the blades around their own axis; 

2 5

bQ
KQb

n D
=            (6)  

  
is defined as. 
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Propeller Coefficient; 

2

KT J
EFF

KQ 
=            (7) 

is defined as. 
 

3.Numerical Results 

DTMB 4119 model propeller has been select for hydrodynamic performance prediction. The 
geometrical features of the model propeller have been gave in Table 1. 3-D view of the model 
propeller has been present in Figure 1. In addition, our modified model, which we prepared to use 
during the processes, is available in Figure 2.  

The numerical results have been compared with the experimental one at J=0.833 for thrust, 
torque coefficients, and efficiency values. The absolute difference between the results of the 
present method and experiments for non-dimensional thrust value has been compute as 0.68%. 
The rest of the analyses have been conducted using optimum grid numbers in open water 
conditions. The numerical results have been compare with the experimental data in Figure 2. Note 
that the agreement is good. 

Table 1 - Main Particulars of DTMB4119 

D (m) 0.3048 

Z 3 

Blade Section NACA66 a=0.8 

Rotation direction Right 

 
 

 
Figure 1 - 3-D view of DTMB 4119 model                      
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3.1.Verification and Validation of the Propeller Hydrodynamic 

In the mesh dependency study for the verification of the numerical study, the impulse 
coefficients in the mesh models with 950000, 1880000, and 4050000 cells were compare and the 
solution mesh configuration with 1880000 cells was preferred. 

For numerical solution validation, the experimental values found in the literature are compare 
with the numerical solution results as shown in Figure 2. When the numerical thrust coefficient, 
torque coefficient, and propeller efficiency values are examined, it is seen that they are in well 
agreement with the experimental data. 

 
Figure 2 - Comparison of a DTMB 4119 fixed pitch Propeller numerical results with 

experimental datas (Sezen S. et al. INT-NAM 2018) 
 

3.2.Numerical Model 

In the study, the pitch of the DTMB 4119 model propeller, which is a fixed pitch propeller 
model whose pitch is not controllable, has been made controllable by making updates. The 
modified propeller used with the updates was named CPP DTMB 4119. The fixed pitch version 
and the CPP model DTMB 4119 propeller are shown in Figure 3. Movable blades were obtained 
with minimal changes.                               
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Figure 3 - a) DTMB4119 Fixed Pitch 3-D Model, b) Modify CPP DTMB4119 3-D Model 

 

 
Figure 4 - a) Modify CPP DTMB4119 Full Ahead, b) Modify CPP DTMB4119 Zero Pitch 

 

A study was create for two different starting pitches of the modified CPP-DTMB 4119 
propeller. 

Figure 4 shows a) the pitch angle of full ahead position the DTMB 4119 propeller in fixed 
pitch, b) the zero pitch position of the blades to provide maximum frontal area. 
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Figure 5 - Image of the Solution Domain 

 

Figure 5. shows the solution volume used during the study. The inlet surface is used with the 
velocity inlet and the outlet surface with the pressure outlet boundary condition, and all the other 
outer surfaces are used with the symmetry boundary condition. In the study, the main body of the 
propeller and the blades are model with the RBM (Rigid Body Motion) movement model, and the 
movements of the blades around their own axis required for pitch change are model with the 
Overset movement model. 

Figure 6. in the analysis studies we conducted, there is an image of the solution mesh. In the 
CFD analysis, the zero pitch position made for different blade positions of the propeller and the 
full ahead position is the mesh in which the analysis is resolved. 

 

 
Figure 6 - Solution Mesh Image 
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In the study, the boundary conditions were chosen to provide five different progression 
(advance) coefficients: J=0.500, 0.700, 0.833, 0.900, 1.100 in order to be compatible with the 
experimental data of the fixed pitch model. In order to obtain different propagation coefficients in 
the analyses, the vessel speed was consider constant and the propeller speed was changed. 

 
Figure 7 - Feathering Position 

 

Analysis of the transition from full ahead pitch position and zero pitch starting positions to 
the feathering position, which is the rotated position to provide the minimum frontal area shown 
in Figure 7, is perform. The transition time to the feathering position is considered equal for both 
starting positions. 

3.3.Hydrodynamic Results 

During the transition from the initial position to the feathering position of the CPP DTMB 
4119 propeller developed in the study, the torque values of each blade according to its own axis 
were examined. 

 
Figure 8 - Torque Coefficient Variation of Blades Around Their Axes for Zero Pitch Position 

Figure 8 shows the time-dependent variation of the torque value on the blade during the 
transition from zero pitch position to feathering position. It is see in the graph that the maximum 



94 

Aktay, Kaan; Yurtseven, Ahmet;  The Numerical Hydrodynamic Investigation of Different Maneuver of a 
Controllable Pitch Propeller 
 
 

 

blade torque coefficient value decreases with the increase in the feed coefficient. In addition, the 
time to reach the minimum torque value increased with the increase in the feed rate. 

 

Figure 9 - Torque Coefficient Variation of Blades Around Their Axes for Full Ahead 
Pitch Position 

In Figure 9, the time-dependent variation of the torque value (blade torque coefficient) on 
the wing during the transition from the full ahead starting position to the feathering position is 
shown. It has been observed that there is no change in the maximum torque amount between the 
zero pitch condition and the forward road condition. No difference was observed in the trends of 
the moment curves, except for a time dependent expansion and contraction. 

 
Figure 10 - View of Streamlines for the Full Ahead Position 
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Figure 11 - View of Streamlines for the Zero Pitch Position 

 

In Figures 10 and 11, flow lines visuals are given for full ahead and zero pitch situations, 
respectively. In general, no difference was observed in the downstream flow behavior for the two 
initial conditions. 

4.Discussion 

For the CPP propeller obtained by modifying the fixed pitch DTMB 4119 propeller, the 
transition from two different starting positions to the feathering position was investigate. In this 
study, the variation of the torque value on the blade depending on time has been examine. In this 
context, it has been obtained that the maximum value of the torque value is not affected by the 
two starting positions, only the same behavior curves expand and contract according to time. It 
has been observed that the maximum torque values are very much affected by the feed coefficient 
and the maximum torque value decreases with the increase in the feed rate. In future studies, it is 
predicted that it will be valuable to examine how the changes in different parameters affect the 
result in the change of the progression coefficient. 
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Biofuel Production Potential of Turkey  

 

Koç Mehmet Tuğrul1 

Introduction 

The use of alternative renewable energy sources is becoming widespread due to the negative 
environmental effects of the intensive use of traditional energy sources and their contribution to 
global warming. In addition, it is necessary to evaluate the contribution to rural development 
through the reduction of foreign dependency in energy and the support to be given to agricultural 
products in this context. Bioethanol and biodiesel, which are in the biofuels group, are among the 
most rapidly expanding alternatives. Increasing biodiesel production from renewable energy 
sources is considered as an alternative to reduce the negative effects of fossil fuel use in the world, 
especially diesel fuel use. 

In the biological carbon cycle of agricultural biofuels, increasing photosynthesis with CO2 
and accelerating the carbon cycle limits the increase in the greenhouse effect. The idea of using 
herbal products as motor fuel is not a new idea. As a matter of fact, the inventor of the diesel 
engine, German Rudolph Diesel, first started the engine he developed at the World Fair held in 
Paris in 1898 with peanut oil. Henry Ford designed his 1908T car to use ethanol and built an 
ethanol plant. However, the problems encountered at that time, and especially the prevalence and 
cheapness of oil, put biofuels off the agenda. The use of ethanol in automobiles continued until 
1940, then it was stopped due to the availability of cheap gasoline (Songstad et. al., 2009). However, 
the instability of oil prices, the prominence of its strategic aspect, the excessive use of petroleum 
products, especially gasoline and diesel fuels, to pose a great risk for the environment, started the 
search for alternative and renewable energy and biofuels came to the fore again. 

Increasing environmental awareness, obligations arising from international agreements on 
reducing greenhouse gas emissions, the EU's obligatory biofuel contribution and the financial 
supports (tax privileges) it provides and its ease of production encourage biofuel production. On 
the other hand, demand-related increases in raw material prices, high plant production costs and 
limited cultivation areas are the factors hindering biofuel production. 

In order to create a sustainable agricultural structure in agricultural production and to support 
organic agriculture, it is possible to evaluate the barren areas that are not suitable for agricultural 
production of plants that can be biofuel raw materials. In order to reduce foreign dependency in 
energy, it would be appropriate to support the development of new production technologies for 
biofuel production from by-products without disrupting agricultural production. Thus, used plant 
and animal origin wastes will be brought into the economy without harming the environment. 

Studies show that the most economical bioethanol is produced from sugar beet, sugar cane, 
corn and wheat, and biodiesel is produced from rapeseed, soybean and palm oil. However, with 
the improvement studies to be carried out on plants, which are the basic production materials, 
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these products can be taken to a higher level and the economic level of other products can be 
increased. 

1 121 Mt of corn was produced in the world in 2020, and the USA, which is the largest 
producer, realizes 27% of its total exports. Corn consumption in the same period was 1 145 Mt. 
There is a balance in terms of corn, which has an important place in nutrition. Turkey realized 6 
million tons of corn production in 2020 against 640 thousand hectares of corn cultivation area. In 
the same period, the average yield is around 9.4 t ha-1. Turkey is not a self-sufficient country in 
corn, and imports around 3 million tons of corn annually due to the increase in the demand for 
feed raw materials parallel to the increase in egg and poultry production and the number of cattle 
(Agriculture-Orman, 2020a). 

World wheat production in 2020 was 774 and consumption was 766 Mt. Global production 
is at a record level of 790 Mt, while consumption is expected to increase to 787 Mt. Turkey wheat 
cultivation area constitutes 3.2% of the world wheat cultivation area as of 2020/21 production 
season. This area also constitutes 44% of the total cultivated grain area in Turkey. In our country, 
wheat cultivation in 2020 is 692 thousand hectares, total production is 20.5 million tons. Domestic 
wheat use in the 2019/2020 marketing year is 20 million tons and the adequacy is 89.5% 
(Agriculture-Forest, 2020b). 

Approximately 76% (127 Mt) of world sugar production is produced from sugar cane, and 
24% (39.6 Mt) is produced from sugar beet (USDA, 2020a). Sugar produced from sugarcane is less 
costly because of the low cost of producing and processing sugarcane, which is usually grown in 
tropical and sub-tropical regions. A significant part of the world's sugar need is provided from 
sugar cane. World sugar production decreased by 4.4% in 2019/20, from 174 million tons to 169.6 
million tons. Turkey is in the 5th place among the countries producing beet sugar with a cultivation 
area of 307 thousand ha and 18.9 Mt of beet production, and the average yield is around 6.1 t ha-1. 
Turkey produced a total of 2.7 million tons of sugar in 2020, of which 2 633 thousand tons of beet 
sugar production and 67 thousand tons of SBS. Research shows that the most important consumer 
countries are also the leading countries in terms of production. While India, EU, China, USA, 
Brazil, Russia, Indonesia, Pakistan, Mexico and Egypt are the leading sugar consumers, East Asia 
is the continent that consumes sugar at the highest level. Turkey ranks 11th in the world with 3 
million tons (Crop report, 2020a). 

According to FAO 2018 data, 368.2 Mt of potatoes were produced in 17.6 million hectares 
of land in the world. 27.4% of the world potato cultivation areas are in China, 12.2% in India and 
7.5% in Russia, these three countries account for 43.8% of the world potato production. Turkey 
has suitable conditions for potato cultivation, and potato production was carried out on an area of 
140.000 ha in 2019. According to the data of 2020, 3.9 Mt consumption was realized against 4.6 
Mt potato production in Turkey (TUIK, 2020). Although Turkey is a country that can meet its 
needs in potato production, it also imports for the purpose of price balancing in the domestic 
market (Crop report, 2020b). 

MATERIAL and METHOD  

Bioethanol 

Bioethanol is a clean and renewable energy source produced from various agricultural 
products. The amount of carbon dioxide released as a result of the combustion of this fuel is quite 
low compared to coal, oil and natural gas. It can be produced with ethanol, petroleum or biomass. 
When ethanol is produced with biomass, it is called bioethanol. Bioethanol and petroleum-
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produced ethanol are chemically identical. The general raw materials of bioethanol are biomass 
products such as corn, sugar beet and algae. Raw materials are digested with various bacteria by 
fermentation. As a result of this process, bioethanol and carbon dioxide are released. 

Ethanol has a high octane number and is used as an octane booster in gasoline. This feature 
allows engines to be designed with a higher compression factor. Although ethanol contains less 
energy per liter than gasoline, it causes less energy loss when used as fuel, meaning that ethanol 
fueled vehicles have better performance. Besides alcohol-based beverages, ethanol is used as an 
alternative fuel in internal combustion engines. It can be mixed with gasoline, such as biodiesel, in 
certain proportions, and all current gasoline engines in automobiles can operate with a gasoline-
ethanol mixture with 10% ethanol. However, since ethanol has a lower energy density than 
gasoline, more ethanol must be burned to produce the same amount of energy as 1 liter of gasoline 
produces. The amount of energy per unit volume of ethanol is 34% less than gasoline. Therefore, 
1.5 liters of ethanol has the same energy production capacity as 1 liter of gasoline. When bioethanol 
is burned, it causes much less emissions than conventional fuels used in transportation. Since the 
carbon dioxide released during the fermentation and combustion of bioethanol is used for the 
cultivation of agricultural raw materials required for the production of bioethanol, this fuel is seen 
as a renewable energy source. In the researches, it has been observed that the carbon monoxide 
emission in fuels mixed with 5-7% bioethanol is reduced by 15-40% (Adıgüzel, 2013). 

The agricultural raw materials used by the countries in the production of biofuels are 
determined entirely depending on their own conditions. In the production of bioethanol, grain 
types such as corn, wheat, barley, triticale, maize, sorghum containing starch and or sugar, vegetable 
products such as sugar beet, molasses, sugarcane, potatoes, and vermicelli are used as raw materials. 
Bioethanol emerges as a result of the fermentation process applied after the conversion of starch 
in agricultural products into sugar. Oxygen makes up 35% of the chemical composition of 
bioethanol. Its octane is 113 and its freezing point is -114 °C. It can be mixed with gasoline directly 
(Horuz et. al., 2015).   

   

Figure 1 - The amount of bioethanol that can be produced from 1 ha area 

The first application in the field of biofuels started with bioethanol. Bioethanol production 
in the USA in 2004 is 10.3 million tons. In the USA, the mixture of bioethanol, which is generally 
produced from corn, with gasoline is made at a rate of 10%. DDGS (Dried Distillers Grain with 
Solubles) remaining in bioethanol production is a good animal feed because it contains 30% protein 
and 6-10% oil. In the USA, where the use of bioethanol is increasingly widespread. E85 application 
is aimed at in the region and the use of bioethanol has been made compulsory by legal regulation 
in order to reduce air pollution in large residential areas. 
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Bioethanol produced from cereals is considered environmentally beneficial because it is 
carbon neutral. However, considering the environmental emissions caused by the fertilizer and 
energy used to produce the grains used in the production of bioethanol, this production technique 
is not completely carbon neutral and is indirectly considered a carbon neutral product since it stands 
out as a low carbon emission choice compared to gasoline (Melikoğlu et al. al., 2011). In our 
country, bioethanol is mainly produced from molasses in sugar factories. The capacities of the 
existing bioethanol production plants in Turkey are given in Table 1 (İçöz et. al., 2009; Horuz et. 
al., 2015). 

Table 1 - Bioethanol factories in Turkey 

Ethanol plant Crop Production capacity (×1000 m³ year-1) 

Eskişehir Sugar beet 21.0 

Turhal Sugar beet 14.0 

Malatya Sugar beet 12.5 

Erzurum Sugar beet 12.5 

Çumra Sugar beet 84.0 

Tarkim (M. Kemalpaşa)  Wheat-Corn 40.0 

Tezkim (Adana)  Wheat-Corn 26.0 

Biodiesel 

Biodiesel is an alternative energy source obtained from domestic and renewable biological 
resources such as vegetable and animal oils and used as fuel in diesel engines. Biodiesel is easily 
biodegradable and non-toxic in nature, and is environmentally friendly because it has low emission 
values when burned. In addition, the amount of unburned hydrocarbons produced during the 
combustion process is lower than diesel fuel. 

Table 2 - Emission values of biodiesel 

 B100 B20 

Unburned hydrocarbons % -93 % -30 

Carbon monoxide % -50 % -20 

Particulate matter % -30 % -22 

NOx (nitrogen oxides) % +13 % +2 

Sulfates % -100 % -20 

PAH* (carcinogenic substances) % -80 % -13 

nPAH (nitrated PAHs) % -90 % -50 

Effect of hydrocarbons on the ozone layer % -50 % -10 

* Polycyclic aromatic hydrocarbons 

Biodiesel can be used both pure and mixed with diesel fuel in proportions expressing the 
mixture ratios such as B5, B20, B50 and B100. Comparative values of the emission values that may 
arise in case of using pure biodiesel (B100) and 20% (B20) biodiesel with diesel fuels are given in 
Table 2. 

Biodiesel is close to diesel fuel in terms of efficiency and engine performance. On the other 
hand, it has advantages such as reducing dependence on fossil fuels in energy, being able to be 
produced from agricultural products and waste, not containing toxic waste, and reducing the 
pollution load of exhaust emissions due to its rapid dissolution in nature. 
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Biofuels in the World and the European Union 

Due to the COVID-19 experienced in 2020, the use of disinfectants, especially for health 
purposes, has increased, and there has been a 10% decrease in demand for ethanol, especially for 
fuel. The market share of the USA, which met half of the ethanol exports before the pandemic, 
decreased to 43% due to the decreasing fuel demand and the prominence of some countries such 
as China and Brazil in the trade of medicinal products (Figure 2). With the increase in population 
and income, the mobility of people and the demand for fuel increase accordingly. However, ethanol 
blended gasoline falls short of meeting the increasing demand for mobility, while reducing 
greenhouse gas emissions. Increased public transport, improved fuel efficiency, lifestyle changes 
including teleworking, and alternatives such as electric motors are all factors in meeting the fuel 
requirement of ethanol. 

 

Figure 2 - Global Ethanol Exports (USDA, 2020b) 

The EU has increased its target of 10% for the use of renewable energy in transport for 2020 
to 14% for 2030 (Table 3). The EU has set an upper limit of 7% for food-based biofuels, which is 
estimated at 4.6% in 2019, and a target of 3.5% for non-food-based biofuels. Such advanced 
biofuels, mostly made from agricultural, forestry and municipal waste, are currently 0.2 percent and 
are projected to increase mainly due to tallow oil. The EU has set the production target of biofuels 
produced by blending waste fats and oils, which is currently 1%, to be 1.7% for 2030 (GAIN, 
2019). EU bioethanol production was around 5.5 billion liters in 2019 despite the increase in corn 
and wheat prices (Table 4-5). EU biofuels goals set out in Directive 2003/30/EC (indicative goals) 
and in the RED 2009/28/EC (mandatory goals) further pushed the use of biofuel. 

Table 3 - Statement in relation to marketing strategy of biofuels (%) as stated in the 
national renewable energy action plans (NREAPs) (Kampman, 2013) 

 2005 2010 2015 2020 

France  5.75 7.0 7.0 

Germany  5.25 6.25 6.25 

U.K.  3.5 4.5 5.0 

Hungary   4.8 4.8 

Belgium 4.0 4.0 4.0 4.0 

Netherlands   3.5 3.5 

Spain   6.5 6.5 

Poland  6.2 7.1 7.1 

Austria  2.5 5.75 6.25 8.45 

Italy  4.0 4.5 5.0 
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Romania 6.0 7.0 9.0 10.0 

Latvia  5.0 5.75 5.75 

Lithuania 2.0 5.75 7.0 7.0 

Ireland  4.0 6.0 6.0 

Estonia   5.0 5.0 

Denmark 0.75 3.35 5.75 5.75 

Czech Republic   5.0 5.0 

Bulgaria 2.0 3.5 8.0 10.0 

Table 4 - EU bioethanol production data for 2019 

(Million liters)  Ethanol 

Production 6 180 

Fuel Production 5 505 

Consumption 5 950 

Number of Refineries* 60 

Capacity Use (%) 71 

Feedstock use for bioethanol  (1 000 MT) 

Wheat  5 665 

Corn  5 000 

Barley  430 

Rye  418 

Triticale  720 

Sugar Beet  8 145 

Cellulosic Biomass  50 

*Two of them are cellulosic ethanol production refineries. 

The EU is the world's largest producer of biodiesel, holding approximately 75 percent of the 
biofuels market. Biodiesel is also the most important biofuel adopted by the transport sector in the 
1990s and developed in the EU. In 2018, France, Germany, Spain, Sweden and Italy were the 
largest consumers of biodiesel, accounting for 63 percent of total EU biodiesel consumption. 
However, biodiesel consumption varies due to legislative changes and tax regulations in countries 
(Table 6). EU biodiesel consumption is expected to increase by 3% for 2019 (GAIN, 2019). 

Table 5 - Biofuel production and consumption amounts in some countries in 2019 (million 
liters) 

 Ethanol Biodiesel 

Countries Production Consumption Production* Consumption 

France 1 000 880 1 778 3 025 

Germany 785 1 505 3 000 2 600 

U.K. 695 925 490 1 200 

Hungary 645 - - - 

Belgium 645 - 490 610 

Netherlands 565 305 2 268 - 

Spain 522 350 2 340 2 275 

Poland 265 340 1 000 970 

Austria  235 - 330 600 

Italy - 260 877 1,360 

Sweden - 205 200 1,610 

Finland - - - 400 

Portugal - - 410 - 

Others - - 370 2 730 

Total 5 505 5 950 14 150 17 380 

*HVO + FAME (Fatty acid methyl ester) 
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RESULT and DISCUSSION 

Biofuel in Turkey 

In the Regulation on Technical Criteria to be Applied in the Petroleum Market of the Official 
Gazette dated September 10, 2004 and numbered 25579, how and by whom the biodiesel will be 
mixed with diesel fuel, and in Article 9, it has been explained by whom the biodiesel can be 
produced. Since Turkey is an economically and technologically developing country, the 
consumption rate varies according to energy sources. For this reason, the state is trying to benefit 
from all natural resources for energy production in order to ensure stable energy security that 
guarantees the development process. (Figure 3). 

 

 

Figure 3 - Energy resources consumed in Turkey in 2019 

 

Table 6 - EU biodiesel production data for 2019 

(Million liters)  Biodiesel 

Production 14 170 

HVO* production 3 030 

Consumption 17 380 

Number of biodiesel refineries 188 

Capacity Use (%) 53 

Number of HVO refineries* 14 

Capacity use (%) 60 

Feedstock use for bioethanol  (1 000 MT) 

Rapeseed oil 5 000 

UCO 2 750 

Palm oil 2 640 

Soybean oil 1 100 

Animal fats 800 

Sunflower oil 190 

Other, pine/tall oils, fatty acids 700 

*HVO: Hydrotreated vegetable oil 

Average oil consumption in Turkey constitutes 30 percent of total energy consumption. 
Turkey's crude oil production is approximately 2.5 million tons per year, its oil reserves are 324 
million barrels and 47.9 million tons of oil has been imported. According to EMRA (Energy Market 
Regulatory Authority) data, diesel consumption is 28 million m³ and gasoline consumption is 3 
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million m³ in 2019. In case it is mandatory within the framework of EU harmonization, it needs 
60 000 m3 of bioethanol and 560 000 m3 of biodiesel at a mixture ratio of 2% (Table 7). Considering 
that approximately 1.1 t of biodiesel is obtained from 1 t of oil, 510 000 m³ of oil is needed for 560 
000 m³ of biodiesel. Considering that 150 000 m³ of waste vegetable and animal oil is used in 
biodiesel production in Turkey, this amount will decrease to 360 000 m³. 

 

Table 7 - Turkey's biofuel needs according to different mixing ratios (m³) 

Mixture rate %2 %5 %10 

Bioethanol 60 000 150 000 300 000 

Biodiesel 560 000 1 400 000 2 800 000 

The most planted oilseed plant in Turkey is sunflower. 50% of our vegetable oil production 
is obtained from sunflower, 35% from cotton and 15% from other oil plants. Our production of 
canola, safflower, soybean and other oil crops is insufficient. Although sunflower, cotton seed, 
soybean, canola, safflower, sesame, peanut, poppy, hazelnut and olive are oily plants, they are not 
included in the scope of oilseeds in world trade. It is not possible to increase the production in a 
short time due to the fact that peanuts and sesame are produced for food purposes, seeds and corn 
germ are by-products, and olive is perennial (Arıoğlu, 2016). The area devoted to oilseed 
production in Turkey constitutes only 4% of the total arable land. For this reason, the amount of 
oil seeds obtained from domestic production cannot meet the country's requirements. In this case, 
in order to increase the production of oilseeds in Turkey, the development of solutions that can 
increase the production of plants such as sunflower, soybean, rapeseed and safflower emerges as a 
solution. However, considering the climatic demands of the plants, soybean can grow in irrigable 
areas, sunflower in irrigable or semi-arid areas, rapeseed in partially insufficient precipitation and 
safflower in arid areas (Arıoğlu, 2016). In this respect, it can be said that the most suitable products 
for biodiesel production are safflower and rapeseed. Oil ratios according to the products are given 
in Table 8. According to the values given, a total of 900 000 t rapeseed and safflower production 
is needed for the production of 560 000 m³ of biodiesel. Considering that the rapeseed yield in 
Turkey is 3.6 t ha-1 and the safflower yield is 1.8 t ha-1 (Kadakoğlu et. al., 2019) and the oil 
requirement will be obtained in equal amounts for both crops, 354 000 ha of rapeseed and 707 000 
ha of safflower cultivation area is needed. According to the 2018 TUIK data, there is 15.5 million 
hectares of grain and 3.4 million hectares of fallow land in Turkey, corresponding to a total 
agricultural area of 37.8 million hectares (TUIK, 2021), and fallow fields have the potential to 
realize the required production. 

Table 8 - Oil ratios of oilseeds 

Crop Oil rate (%) 

Sunflower 35-45 

Cotton seed 18-20 

Soy 18-20 

Canola 38-42 

Safflower 35-40 

Peanut 45-50 

Hazelnut 55-60 

Sweet corn 18-20 

Olive fruit 25-30 

Since Turkey was not yet a party to the convention when the Kyoto Protocol was adopted 
in 1997, no digitized emission limitation or reduction specific to Turkey was determined within the 
scope of the Kyoto Protocol. Pursuant to the decision numbered 26/CP/7 adopted in 2001, it was 
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entitled to be included in the Annex-1 of the convention, in a different position from other 
countries, and joined the Convention in 2004. Turkey does not have any obligations as it is in the 
Annex-1 list of the convention but not in the Annex-B list of the protocol. 

Oils used in frying processes are generally easily oxidized at high temperatures. In our 
country, in accordance with the Regulation on the Control of Hazardous Wastes, which was 
published in the Official Gazette dated 27 August 1995 and numbered 22387, the use of waste 
vegetable oils was limited and it was made compulsory to collect, transport, dispose and/or recover 
by licensed institutions. 

The "Regulation on Control of Waste Vegetable and Animal Oils", which aims to collect 
waste vegetable oils (used frying oils, etc.), which is one of the raw materials of biodiesel, with an 
organized collection system and direct them to biodiesel production, entered into force after being 
published in the official newspaper dated 06.06.2015 and numbered 29378. According to the 
regulation, it is stated that “vegetable and animal waste oils can only be used in biodiesel and biogas 
production in accordance with technical regulations”. It is aimed to reduce the amount of foreign 
exchange paid for oil abroad by including approximately 150 000 tons/year of vegetable waste oil 
in biodiesel production in Turkey. The waste oil, which is approximately 150 000 000 kg, is not 
poured into the sewer and is recovered, thus contributing to the economy by producing 150 000 
000 kg of biodiesel and 15 000 000 kg of glycerin per year (Öztürk, 2018). However, according to 
2017 data, only 35 000 tons of this amount of waste oil can be collected (BSD, 2019) (Table 9). 
With the recycling of vegetable and animal waste oils, domestic wastewater will be 25% less 
polluted. By mixing biodiesel containing 11% oxygen in its structure, the toxic gases released during 
combustion in the engine and especially carbon monoxide (3%) decrease by three tons of carbon 
dioxide emissions for each ton of biodiesel used (Figure 4). If 150 000 tons of animal and vegetable 
waste oil produced in Turkey were recovered and used in biodiesel production, the greenhouse gas 
carbon dioxide released into the atmosphere would decrease by 450.000 tons compared to diesel 
fuel. There are 6 biodiesel conversion facilities from vegetable and animal oils (including waste oils) 
with an annual capacity of 115 000 tons in Turkey (Öztürk, 2018).  

Table 9 - Amount of waste vegetable oil collected in Europe in 2017 

Country  Amount (ton) Population (million) 

Germany 140 000 82.2 

Britain 100 000 60.6 

Spain 65 000 47.1 

Holland 60 000 16.4 

Italy 59 000 59.3 

France 44 000 63.8 

Turkey 35 000 74.9 

Poland 32 000 38.1 

Belgium 29 000 10.5 

Greece 13 000 11.1 

Sweden 8 000 9.1 

Czech Rep. 7 000 10.3 

Denmark 5 000 5.4 

Finland 4 000 5.3 

Norway 4 000 5.2 
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Figure 4 - Change in emission rate if biodiesel is used instead of diesel oil. 

Turkey's oil crops production potential 

The world's total oilseed production in 2017 was 575 Mt, and crude oil production was 194 
Mt. In the same period, 3.8 Mt of oil seeds and 0.9 Mt of crude oil were produced in Turkey (TUIK, 
2021a) (Table 10). Due to insufficient production, Turkey mostly imports oilseeds, crude oil and 
oilseed meal. (Küçük et. al., 2022). 

Table 10 - Turkey's oil seed production between 2014 - 2020 (1000 tons) 

Yıllar Soybean Peanut Sunflower Sesame Safflower Canola Cottonseed Total 

2015 161.0 147.5 1680.7 18.5 70.0 120.0 1213.6 3442.1 

2016 165.0 164.2 1670.7 19.5 58.0 125.0 1260.0 3480.6 

2017 140.0 165.3 1964.4 18.4 50.0 60.0 1470.0 3883.4 

2018 140.0 173.8 1949.2 17.4 35.0 125.0 1542.0 4009.5 

2019 150.0 169.3 2100.0 16.9 21.9 180.0 1320.0 3985.4 

2020 155.2 215.9 2067.0 18.6 21.3 121.5 1064.2 3684.7 

Rate 4.2 5.9 56.1 0.5 0.6 3.3 28.9 100.0 

Table 11 - Turkey's self-sufficiency rates in oilseeds (%) 

Years Sunflower Cottonseed Soybean Canola 

Rate 60.1 101.0 7.1 76.7 

In Turkey, it is seen that oil seeds are not sufficient in terms of self-sufficiency except 
cottonseeds. According to 2017 data, the self-sufficiency rate is 76.7% in canola and 60.1% in 
sunflower (Agriculture-Forest, 2020c) (Table 11). In 2016, 2 million 940 thousand tons of oilseeds 
were imported in Turkey, corresponding to 239 thousand tons of oilseed exports. The largest share 
of imports belongs to soybean with 74%. The share of sunflower in oil seeds import is 13%. On 
the other hand, in Turkey's oilseed exports, respectively; sunflower (48.8%), soy (43.9%) and 
sesame (5.5%) have a significant share. (Kadakoğlu et. al., 2019). 

Cost analysis 

Depending on the nature of the raw materials used in production, less than 5% wastage is 
possible, but 1100 liters of biodiesel is produced from 1 t of oil. For 1000 kg of oil, the raw material 
ratios and product quantities used in production are as follows: 
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Raw Material    Processed Product 

Oil, 1 t    

Methyl alcohol, 170 kg,            Biodiesel, 1100 l + Crude glycerin, 200 kg. 

 Caustic, 50 kg. 

Diesel fuel has a density of 0.830. Average oil prices are 687 - 775 $/ton; the price of methyl 
alcohol is $1000-1300/ton, and an average production cost of $25 is made for the processing of 
one ton of oil. The crude glycerin obtained is sold at a price of $500/ton. With these data, when 1 
ton of oil is processed and 1 ton of biodiesel is produced, the cost is calculated as follows; 

775 + 1300 × 0.17 + 25 - (500 × 0.20) = 921 $/ton. 

Current state 

In 2020, an average of 62 thousand v/g crude oil was produced daily in Turkey; 590 thousand 
b/g of crude oil was imported. While the ratio of domestic crude oil production to total oil supply 
was 6.3% in 2019, this ratio was 7.1% in 2020. In other words, our country's dependence on oil 
imports was 92.9% in 2020 (TPAO, 2020). Oil prices, which have been increasing and continuing 
to increase, have a very high cost to the country's economy. The need for a solution to reduce the 
oil bill is clear. Diesel is one of the biggest inputs of agricultural production. High-priced diesel fuel 
also increases production costs. Biofuels may seem like the solution to this problem! Although our 
country has a high potential in agriculture, it imports about 3 million tons of oil every year. Turkey 
essentially has a significant canola production capacity. In particular, the utilization of barren lands 
that are not suitable for agriculture can meet the need for oilseeds without affecting the production 
of other agricultural products. In addition, the contribution of its by-products to animal husbandry 
should also be considered. 

Turkey is among the world's leading soap and glycerin producers. The raw material of soap 
and glycerin is various oils. The increase in oilseed production will increase the potential of this 
industry and lead to more income for the country's economy. With the proper processing of the 
glycerin obtained as a by-product, an additional external income door will be opened. 

There is an advanced oil technology and many oil factories in our country. Some of these 
facilities are inactive and some of them are operating at low capacity due to both excess capacity 
and old and/or deficient technology. On the other hand, the operating facilities are mostly 
imported soybean and so on. They process oilseeds. Increasing oilseed production in our country 
has the potential to bring these facilities back to the economy. 

Renewable energy consumption has changed significantly over the last decade (Figure 5). In 
total, renewable energy consumption rose 36% in ten years to 11.7 Mtoe in 2018. The transition 
from traditional methods to the use of modern heating and cooking technologies in domestic use 
has reduced the bioenergy consumption in the residential sector by half. Despite the growth in 
total renewable energy consumption, the share of renewable resources in TFEC (total final energy 
consumption) still seems somewhat low. The situation of 11.9% renewable share in TFEC in 2018 
with IEA (international energy agency) member countries is given in Figure 6 (IEA, 2021). 
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Figure 5 - Share of renewable energy consumption in total final energy consumption in 
Turkey. 

 
 

Figure 6 - Share of renewable energy in total final energy consumption in IEA member 
countries in 2018. 

 

CONCLUSION 

The way to save foreign currency in crude oil and crude oil, which are the biggest items of 
our imports, is to increase the rate of domestic production. If Turkey applies the 2% mixing ratio, 
it needs 60.000 m3 of bioethanol annually. Currently, the installed bioethanol capacity in Turkey is 
210 thousand m³. It has the potential to produce alcohol, which is needed for both the chemical 
and pharmaceutical industries and for gasoline mixtures, originating only from molasses, which is 
a by-product of sugar beet. 

On the other hand, it does not seem possible to say the same for biodiesel. 560,000 m3 of 
biodiesel is needed for a 2% mixture. Although Turkey is self-sufficient in the production of many 
agricultural products, it is not self-sufficient in oilseed and vegetable oil production. Among the 
oilseed plants cultivated in Turkey, sunflower takes the first place in terms of cultivation area and 
production, with a rate of 60.1% (Agriculture-Orman, 2020c). Sunflower production alone is not 
enough for consumption. According to the November Product Tables Sunflower Report of the 
Ministry of Agriculture and Forestry, Turkey is the country that imports the most with a 37% share 
in world sunflower imports. 
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In addition to sunflower production, the share of soybean and canola, which are the most 
produced oil seeds in the world, in Turkey's production is low. Although Turkey is suitable for 
soybean and canola production in terms of its climate characteristics, the desired levels have not 
yet been reached in the production of these two products. The feed and vegetable oil industry data 
show that the only way to reduce imports in both energy and agricultural production, which Turkey 
is heavily dependent on, is to increase production. Increasing the production of oilseeds will 
contribute not only to the need for oil, but also to the feed sector, which is one of the main raw 
materials of the livestock sector. There is a potential to utilize approximately 3.5 million fallow land 
in Turkey every year. It is clear that opening the fallow areas to agriculture and making room for 
products that will meet the oil needs, especially canola, is not a solution in terms of biodiesel 
production. The main reason for this is Turkey's high crude oil deficit.  

While people are starving in many countries and many agricultural and food products are 
imported, the question of how right it is to produce energy from agricultural products is always 
questioned. Although the issue has a humanitarian, economic and legal dimension, it can be offered 
as a solution to meet the need by planting oily plants such as canola, safflower and flax, which are 
not consumed by humans, in fallow areas. On the other hand, it should be questioned that the use 
of fallow lands in sunflower production would be a priority, since Turkey is dependent on foreign 
sources for a product such as sunflower by around 30%. While determining agricultural policies, it 
should not be overlooked that the choice to be made in this regard is an important decision for the 
future of the country.  

It would not be a logical approach to use vegetable oil to be produced for food purposes as 
a fuel mixture for industrial purposes, since the vegetable oil deficit is high and the need increases 
every year due to the increasing population. First of all, Turkey should fully recycle waste oils of 
vegetable and animal origin and meet some of the amount it needs for the biodiesel blend. The rest 
can be obtained by encouraging the use of electric vehicles and reducing vehicle-related emissions. 
Thus, it will have taken an important step towards meeting the agricultural oil need it needs. 

Apart from these, what needs to be done can be summarized as follows: 

• All alternative energy sources that will reduce foreign dependency should be evaluated. 

• More investment should be made in the collection of waste oil generated at home. 

• Additional incentives should be given to licensed recovery facilities for waste oils to reach 

biodiesel facilities. 

• Biodiesel production and use should continue to be encouraged. 

• Making the use of biodiesel compulsory for public use at a certain rate will set a good example. 

• A more effective environmental control system should be established. 
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Identification of at Distance Materials Using Laser Signals and Deep 
Learning 
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1.Introduction 

Objects that we frequently use in our environment consist of various materials such as glass, 
metal, wood, plastic and stone. When we know what materials the objects around us are made of, 
we can interact more accurately with our environment. Similarly, it is important to define the 
materials correctly for computer aided systems. For example, an autonomous robot should use 
power according to the type of material from which the cup is made to grasp a cup made of glass, 
plastic, metal, or cardboard. Similarly, an autonomous robot or a vehicle should be aware that it is 
moving on concrete, metal, glass-like materials when performing its task, and it should reposition 
itself according to the roughness or slipperiness of the road. In a similar way, it is also important 
to identify materials contactless and remotely in very dangerous places or on space missions beyond 
the reach of humans. New generation cleaning robots should detect parquet, marble or carpet-like 
surfaces and perform cleaning scenarios suitable for the surface. 

Although material classification is popular in the fields of computer vision and machine 
vision, it is still a challenging task. Traditionally, the material identification process is carried out 
using the color, texture and shape information in the camera images(Bian et al., 2018). The main 
disadvantage of these methods is that there are different materials with the same appearance. For 
example, a chair with the same appearance may be made of metal, plastic or wood. Another 
disadvantage is that the cameras do not work well in high or low light conditions, and they can 
display the same material differently depending on the environmental conditions in which they are 
located. In the dark, they do not work at all. This situation causes difficulties in identifying material 
from the image. 

In addition to cameras, various sensors such as temperature, vibration, tactile, force and 
spectroscopy are used in material identification. Most of these methods require close contact and 
special environments. 

Cameras used in material classification studies are sensitive to ambient light and fail when 
color, texture and geometry information cannot be obtained from the images. Other sensors 
require close contact or may have cumbersome structures. In material identification applications 
where RGB image is used, the system can be easily misled by giving the printed image of the 
material to the system instead of a real material. This can lead to security vulnerabilities in real-
world applications and application downtime. 
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In this study, instead of using a camera due to the difficulties mentioned above, the way light 
temporarily interacts with the material is utilized. For example, when a light interacts with a material 
through reflection and subsurface scattering, it will have a descriptive reflection value of that 
material. From this point of view, in the study, laser light is reflected on the material and the laser 
signals reflected from the material are recorded with a simple electro-optical sensor circuit. Laser 
signals are trained with a deep learning network structure created with Neural Circuit Policies 
(NCP) and material identification is performed. 

The main contributions of the study can be summarized as follows: 

1. 10 different materials were successfully classified with an average rate of 92.66% 
using a single laser measurement signal. 

2. The classification process is made with a deep learning architecture designed with 
NCP and consisting of only 29 neurons and 113 connections. With this architecture, 
the processing cost and the computation time are reduced. 

3. Ambient light plays an important role in material identification studies with a camera, 
which is a passive measurement technique. Excessively illuminated environments 
and dark environments reduce the performance of the work done with the camera. 
Laser lights, which are active measurement techniques, have less potential to be 
affected by ambient light. 

4. Instead of raw laser signals, the use of laser signals reduced in size by the Welch 
method gives faster and more accurate results. 

In the second chapter of the study, a brief literature review on material identification studies, 
the structure of the NCP model, the theoretical foundations of reflection and the Welch PSD 
method are given. In chapter 3, the experimental setup and studies for the laser light source/sensor 
system, the data acquisition processes used to test the classifier are explained. In the following, the 
data preparation steps and the architecture of the deep learning model used in this study are 
explained. In chapter 4, the results obtained from the experimental studies are explained and the 
study is evaluated. In Chapter 5, the limitations of the current study and information about future 
studies are given. In Chapter 6, the conclusions are given. 

2.Related Works 

A Review of the Literature 

Identification of the materials that make up the objects with computer or machine vision is 
one of the important fields of study. The objects we use in our daily lives consist of different 
materials such as fabric, metal, glass, wood. Each material that makes up the objects gives different 
properties to the object. For example, a glass cup is hard and fragile, a plastic cup is flexible, and a 
metal cup is hard and strong. People use objects according to these specified characteristics of 
materials. This is also the case in robotics and in industry. 

There are early studies on material identification with different perspectives. Some of these 
methods require close contact, while others are contactless and from a distance. One of the 
methods used in material identification is to extract the properties of the material surface using 
tactile sensors and classify the material. Inspired by the human touch, these sensors are usually 
placed on the tips of a robotic hand. By moving these sensors along the material surface, the friction 



115 

OLGUN, Nevzat & TÜRKOĞLU, İbrahim; Identification of at Distance Materials Using Laser Signals 
and Deep Learning) 
 
 

 

coefficient of the material surface, the texture and the roughness coefficients are obtained and the 
material identification process is performed (Bhattacharjee et al., 2018; Gao et al., 2021; Lam et al., 
2014; Sonoda et al., 2009; Xie et al., 2019). In the material identification study, which was carried 
out with reference to the vibration and force sensing properties of the human hand, different fabric 
types were determined (Chathuranga et al., 2013). Ryu et al. categorized 10 types of materials using 
the deep learning method, using the sound of the material by striking a blow on the material (Ryu 
& Kim, 2020). There are also studies using force (Baghaei Naeini et al., 2020; Baglio et al., 2015; 
Fernando & Marshall, 2020) and temperature modality (Kerr et al., 2018) from tactile sensors that 
require close contact. Such tactile sensors require close contact and they can also have a 
cumbersome feature due to their structure (Baglio et al., 2015). In studies conducted using the 
thermal conductivity of materials, the materials that want to be detected are first heated by an 
external heat source, and then the propagation of heat on the material is detected and the material 
is identified (Aujeszky et al., 2019; Bai et al., 2018; Bhattacharjee et al., n.d.; Emenike et al., 2021). 
These methods, which use the thermal conductivity of materials, are not safe because they require 
an external heat source, and their implementation seems impractical (Bai et al., 2018). 

Radar signals are also used for non-contact and long-distance material identification. For 
these purposes, radar signals are sent towards the material and the reflected signals are processed 
to identify the material (Ni et al., 2020; Yeo et al., 2016). 

One of the popular and powerful tools used for material identification is RGB cameras. 
Extensive studies have been conducted on identifying material from images (Bell et al., 2015; 
Dimitrov & Golparvar-Fard, 2014; Han & Golparvar-Fard, 2015; Hoskere et al., 2020; Kumar et 
al., 2021; Li et al., 2021; Liu et al., 2010; Rashidi et al., 2015; Son et al., 2014; Varma & Zisserman, 
2009). In these studies, material identification is performed using properties such as texture, color, 
reflection properties from images in general. The main problem in these studies is that there may 
be different materials with the same texture and color (Liu et al., 2010). Another problem is that 
the material surface colors can change according to the appearance, direction and intensity of the 
lighting (Son et al., 2014). In addition, there are also deep learning-based material identification 
studies that do not require any feature extraction (Bian et al., 2018; Bunrit et al., 2020; Ilehag et al., 
2020; Xu et al., 2018). The use of cameras in private living areas can cause privacy problems. 

There has been an increase in the use of terrestrial laser scanners (TLS) in material 
identification studies in recent years. By using TLS, the distance of the target material, the intensity 
value of the laser signal reflected from the material and the color values can be recorded with the 
built-in RGB camera. 

Hess et al. classified building materials to form knowledge models of cultural heritage 
structures. In addition to the color and laser intensity values from the laser scanning data, they also 
determined the mortars on the walls using surface geometry (Hess et al., 2017). Yuan et al. studied 
the classification of 10 different materials that are frequently used in construction materials (Yuan 
et al., 2020a). As far as we know, only a part of the study conducted by Yuan et al. has similar 
features to our study. In their work, they used laser intensity values, HSV color values and surface 
roughness values reflected from materials, as well as RGB images. In the material identification 
study, where they only used laser intensity values, they achieved the highest classification accuracy 
of 40.4% between 2-4 m. In the material identification study between 4-10 m, they obtained the 
highest accurate classification rate of 77.5% by using the material reflectance value corrected for 
distance. Zahiri et al. used TLS and multispectral camera data to classify concrete, brick and mortar. 
Its highest performance rate was 83.07% (Zahiri et al., 2021). Zivec et al. studied the 
distinguishability of sandstone, marlstone and claystone in the quarry using TLS intensity data 
(Živec et al., 2018). 
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When the literature is examined, Time of Flight (TOF) cameras are used in material 
identification studies. In such cameras, laser light is reflected to the target in continuous or pulsed 
mode, and RGB image, intensity and depth values of the target are obtained. In the study by 
Martino et al., an accuracy of about 80% was achieved by using 3D depth values and intensity 
information of 4 different materials at a distance of 1 m (Martino et al., 2016). For a robotic 
plastering process, Frangez et al. classified plaster surfaces with 4 different roughnesses in their 
experimental study with TOF camera. In their study, they achieved a classification accuracy of 97% 
(Frangez et al., 2021). They used color information obtained from color images and 3D laser range 
features in their studies. Galdames et al. performed lithological classification using a 3D laser 
rangefinder. In their studies, they used color information obtained from color images and 3D laser 
range features. They obtained an accurate classification rate of 99.24% with support vector 
machines (Galdames et al., 2017). 

In our previous study, 10 different types of materials were classified using a single laser 
measurement signal with the LSTM deep learning model (Olgun & Türkoğlu, 2022). 

Although image-based material classification techniques are frequently used in the literature, 
factors such as variable lighting conditions in real world conditions and not working at all in the 
dark are the difficulties of this technique. Other sensors, on the other hand, require contact and 
usually have cumbersome structures. Material identification studies based on active measurement 
techniques with TLS, TOF camera and similar lasers are independent of lighting conditions. Studies 
based on the active measurement technique with laser are generally supported by camera images. 
In the methods using only laser signals, a few materials have been classified. In this study, 10 types 
of materials were classified with only one laser signal, using the NCP deep learning model, which 
contains few neurons and connections, unlike previous studies. 

Neural Circuit Policies 

Artificial neural networks (ANNs), which form the basis of deep learning algorithms, are a 
machine learning algorithm based on brain cells. An artificial neural cell has input values, weight 
values that allow to adjust the effect of input values on output, a transfer function that calculates 
the output of values entering a cell, an activation function that decides at what rate the output of 
the cell will be transferred to the next cell. Single layer ANN models cannot be used to solve 
nonlinear problems. As a result of the increase in the computational capacity of graphics processors 
in parallel with the development of technology, ANN models with multiple layers and different 
architectures have been developed. Deep learning architectures are basically artificial neural 
networks consisting of more than one nonlinear layer. Deep learning architectures can be grouped 
into three main groups according to the characteristics of the input data and the type of problem 
to be solved. These are deep neural networks (DNN), convolutional neural networks (CNN), and 
recurrent neural networks (RNN). According to the design architecture used in deep learning, 
usually all artificial neurons are interconnected. According to the designed deep learning 
architecture, millions of trainable parameters can emerge, and in this case, the processing cost for 
training the network increases. 

NCP is a new neural network architecture inspired by the nervous system of the C.Elagans 
(Corsi et al., 2015) nematode and created by connecting a very small number of neurons compared 
to classical deep learning architectures (Lechner et al., 2020). Unlike classical deep learning 
architectures, not all neurons are interconnected in NCP, which means that the computational cost 
of the network is greatly reduced, but it can provide as much performance as a fully connected 
deep learning architecture of a similar structure. NCP architecture, which consists of a sparse neural 
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network, has a 4-layer structure consisting of sensory neurons, inter-neurons, command neurons 
and motor neurons, as can be seen in Figure 1. Sensory neurons are used as the input layer. 
According to the problem to be solved, the features extracted from the data should be presented 
to the sensory neurons as input data. In deep learning architectures, feature extraction is usually 
done using CNN. The input data in the sensory neurons is transmitted to the inter-neurons located 
in the hidden layer using a feed-forward connection with a sparse connection structure. Inter-
neurons are sparsely connected by feedforward connections to motor neurons in the next layer, 
which consists of recurrent neural cells according to the configuration of the network. RNN cells 
in motor neurons have a memory and these cells can also work successfully with noisy data 
(Lechner et al., 2020). Motor neurons can also make connections between themselves. The 
command neurons are connected to the motor neurons in the last layer with a feed-forward 
connection, and the motor neurons produce an output value. 

 

Figure 1. Full connected network, rabdom connected network and NCP 

The 4-layer NCP architecture, which is in a sparse structure, can consist of 90% fewer 
neurons than other deep learning architectures (Yan et al., 2017). NCPs have a non-linear network 
structure with high performance on time series data. The basic neural building blocks of NCPs are 
called liquid time constant (LTC) networks (Hasani et al., 2020). The small size of the network 
architecture created with NCP allows the examination and interpretation of the relationships 
developed by each cell. At the stage of creating the network architecture with NCP, the number of 
inter-neuron and command neuron in the network, the number of random connections between 
the layers and the number of RNN cells in the motor neurons can be selected. 

Theoretical Basics of Laser Measurements 

In a laser detection system, a laser light is reflected to the target continuously or pulsed, and 
the laser signals reflected from the target are recorded. In this study, laser light is reflected to the 
target in a continuous mode. Laser signals are a numerical representation of the signal power 
backscattered from the target. The signal power reflected from the target depends on the type of 
material, the environmental conditions, the design electronics of the device, the wavelength of the 
laser light, and the distance between the target and the laser system. 

When laser light is directed at a material, it is reflected diffusely or specularly, depending on 
the surface roughness of the material. When the size of the surface particles in the material is larger 
than the wavelength of the laser light which directed on the surface of the material, diffuse 
reflection occurs. When the surface particles are smaller than the wavelength of the laser, specular 
reflection occurs. In cases of specular reflection, the angle of the light reflected from the material 
is equal to the angle of the incident laser light. Where there is diffuse reflection, the laser lights will 
scatter in all directions. In diffuse reflection, the power of the laser beams scattered from the target 
reaching the receiver depends on the angle between the receiver and the normal of target (Carrea 
et al., 2016). When there is diffuse reflection, it can be in sub-surface scattering. In Figure 2, 
specular and diffuse reflection on the surface of the material can be seen. 
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Figure 2. Laser beams and reflection types a) Specular reflection from a smooth surface b) 
Diffuse reflection and subsurface scattering from a rough surface 

In real-world conditions, most materials reflect as a combination of specular and diffuse 
reflection due to micro-roughnesses on their surface. Due to the different surface and micro 
characteristics of the materials, laser beams will cause different reflection intensities in different 
materials (Olgun & Türkoğlu, 2022). 

The relationship between the signal power transmitted to the target and the received signal 
power from the target is explained in Equation 1 (Jelalian, 1992; Suchocki et al., 2020; Suchocki & 
Katzer, 2018a). This equation is valid when the laser signal is projected onto a rough surface and 
the laser beam radius is smaller than the target (Suchocki & Katzer, 2018b). 

𝑃𝑅 =
𝜋𝑃𝑇𝜌

4𝑅2
𝜂𝐴𝑡𝑚𝜂𝑆𝑦𝑠𝑐𝑜𝑠 (𝛼) (1) 

According to Equation 1, the parameters affecting the power of the laser beams reflected 

from the target can be considered in 3 groups. In the first group, the parameters η𝐴𝑡𝑚 and η𝑆𝑦𝑠, 

which can be fixed in the short measurement range. Small changes in these parameters can be 

ignored during the measurement. The 𝛼 and 𝑅 parameters in the second group are the values that 
can be controlled by standardization techniques provided at the time of measurement or correction 

techniques after measurement. In the third group, 𝜌  is the reflection coefficient that changes 
according to the type, colour, roughness and wavelength of the target material (Carrea et al., 2016; 
Yuan et al., 2020a).  

When the distance between the target and the laser sensor system is short, the η𝐴𝑡𝑚 value in 

the environment where the laser signal reflected from the target and the target is recorded can be 
accepted as a fixed value. If the same device is used during the laser signal recording process, the 

value of η𝑆𝑦𝑠 and 𝑃𝑇 can also be accepted as a fixed value. In this case, if these values are expressed 

with a constant 𝐾 coefficient as in Equation 2, the laser power obtained from the target can be 
expressed as in Equation 3. 

𝐾 =
𝜋𝑃𝑇

4
𝜂𝐴𝑡𝑚𝜂𝑆𝑦𝑠(2) 

𝑃𝑅 = 𝜌𝐾
𝑐𝑜𝑠 (𝛼)

𝑅2
(3) 

According to Equation 3, the power of the laser reflected from the target depends on the 
reflection coefficient of the target, the angle of the laser beam reflected on the target and the 
distance between the target and the laser receiver / transmitter device.  

According to the study of Yuan et al.; since corrections can be made for different laser beam 
and receiver devices, it has been reported that the measured laser power expressed in Eq. 8 may 
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not be completely linear with distance and angle (Yuan et al., 2020b). Accordingly, the laser power 

obtained from the target can be defined as in Equation 4. In Equation 4, 𝑏 is a fixed term that can 
vary according to the device. 

𝑃𝑅 = 𝜌𝐾
𝑐𝑜𝑠 (𝛼)

𝑅2
+ 𝑏(4) 

Welch Method 

The Periodogram method calculates the spectral power density estimate of a signal using the 
Discrete Fourier Transform (Zhao & He, 2013). In this method, the power of each frequency that 
makes up a signal is calculated, and the signal in the time domain is converted into the frequency 
domain. In the Bartlett method, periodograms are calculated by dividing the signal into windows 
that do not overlap each other, and power spectrums are found by averaging them. 

 The Welch method is an improved version of the Bartlett method. In the Welch method, 
the signal is divided into windows so that they overlap each other at a certain rate. The spectral 
power density is calculated by averaging the periodograms of each window. The process of 
segmentation of the signal can be calculated as given in equation 5 (Gupta & Mehra, 2013; Kumar 
Rahi et al., 2014; Rao & Swamy, 2018). 

𝑥𝑖(𝑡) = {
𝑥(𝑖𝐷 + 𝑡),              𝑡 = 0,1,2, … .𝑀 − 1
                                𝑖 = 0,1,2, … . 𝐿 − 1

}(5) 

In the equation, the 𝑖𝑡ℎ part of the signal, which is formed as a result of segmentation, is 

denoted by 𝑥𝑖 . The length of the segmented signal is denoted by 𝑀. The starting point of the 

𝑖𝑡ℎpart is indicated by 𝑖𝐷. The total number of sections is indicated by 𝐿. If the value of 𝐷 is chosen 

equal to the value of 𝑀 , the segmented signals do not overlap each other. In order for the 

successive signals to overlap each other by 50%, the value of 𝐷 should be chosen as much as the 

value of 𝑀/2. The spectral power density of each segmented signal is calculated as in Equation 6. 

�̌�𝑖(𝑓) =
1

𝑀𝐾
|∑ 𝑥𝑖(𝑡)𝑤(𝑡)𝑒

−𝑗2𝜋𝑓𝑡𝑀−1
𝑡=0 |

2
   (6) 

In the equation, 𝑤(𝑡)  represents the windowing function, 𝑓  represents the normalized 

frequency variable and 𝐾 represents the normalized constant. 𝐾 is expressed as shown in Equation 
7. The Welch PSD obtained by averaging the power densities of the windowed signals can be 
calculated as in Equation 8. 

𝐾 =
1

𝑀
∑ 𝑤2(𝑡)𝑀−1
𝑡=0 (7) 

𝑃𝑤 =
1

𝐿
∑ �̌�𝑖(𝑓)
𝐿−1
𝑖=0 (8) 

In the Welch method, since the peridiograms of the overlapping small-sized windows are 
averaged, the variance of the original-length signal relative to the peridogram decreases. Using the 
Welch method for noisy signals gives better results than the classical peridiogram. The length of 
the new signal to be generated with Welch PSD can be calculated as expressed in Equation 9. In 

the equation, the 𝑛𝑓𝑓𝑡 value indicates the number of discrete Fourrrier transform points to be 
used in the spectral power density. 

𝑁 =
𝑛𝑓𝑓𝑡

2
+ 1(9) 
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3. 3.Materials and Methods 

The method proposed in this study is based on the use of only one laser signal for each 
material identification process. A large amount of data is needed to train deep learning networks 
effectively. A large number of laser signal samples can be taken from different points of the target 
material with the help of the cartesian robot arm in the experimental setup designed for this 
purpose. In this way, sufficient number of laser signal samples for each material type can be 
obtained and the deep learning model can be trained effectively. 

The proposed method consists of two steps. In the first step, an unmodulated continuous 
mode laser light is briefly projected onto a material at a distance, and the raw laser signals reflected 
from the material are recorded. In the second step, the laser signal is trained in the deep learning 
model created with NCP for material identification after the data preparation steps. The processes 
of the proposed method are given in Figure 3. 

 

Figure 3. Block diagram of the study 

Laser Beam Source and Detecting System Design 

The laser light source and signal recording system used in material identification were 
obtained by revising the equipment of a laser meter (Olgun & Türkoğlu, 2018, 2022). The laser 
meter module has been reprogrammed so that the laser light can be turned on/off when desired, 
and the reflected laser signals can be recorded as raw data. A USB serial converter module has been 
added to the laser meter module in order to transfer the obtained signals to the computer system. 
The device has a red laser light with a wavelength of 650 nm. The device is capable of delivering 
1mW of output power and is located at the Class II safety level. The reprogrammed laser module 
can transfer 3000 raw data to the computer system with a sampling frequency of 50 kHz in one 
measurement. The voltage gain of the avalanche photodiode in the device can be adjusted with the 
software and the gain was kept constant during this study. Figure 4 shows the laser beam source 
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and sensor system which is used in the study. The STM32 microcontroller on the laser module has 
a 12-bit resolution analog-to-digital converter and the measurement value ranges from 0 to 4095. 

 

Figure 4. Laser beam source and sensor system 

Material Types  

As shown in Table 1, 10 types of materials consisting of 6 main material groups were used 
in experimental studies. 

Table 1. Materials used in the study 

Group Material name 

Plastic Polyethylene 

Metal Aluminum, magnet 

Fabric  Black fabric 

Wood  Linden 

Glass  Frosted glass, glass 

Building material  Granite, artificial marble, pottery 

 

In order to ensure balance between the material classes and to obtain an equal amount of 
sample data in the training of the deep learning model, the material dimensions were kept equal. 
For this purpose, each material was cut into a rectangular shape with a width of 10 cm and a length 
of 15 cm. The materials used in the study and the laser light on the material at the signal receiving 
stage can be seen in Figure 5. 

 

Figure 5. Materials used in experimental studies and sample laser beam on the 
material(Olgun & Türkoğlu, 2022) 
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Data Collection Procedure 

A data set was created in the laboratory environment for material identification with laser 
marks. The laboratory where the studies are carried out does not receive direct sunlight. Daytime 
hours when the weather is clear were preferred for data collection from the materials. In order for 
deep learning architectures to produce successful results, a large amount of data is needed in the 
education process. In the experimental setup set up for this purpose, the laser module was placed 
on a Cartesian robot arm. In order to ensure standardization during the data acquisition process, 
the distance between the material and the laser module was chosen as 2 m. Data acquisition 
processes were carried out with the help of a Cartesian robot, starting from the bottom right of the 
material, from right to left, and then from left to right, at approximately 5 mm intervals. Figure 6 
shows the experimental setup and the pattern layout of the cartesian robot. 

   

Figure 6. Experimental setup and the motion pattern of the Cartesian robot used for 
measuring 

Laser signals can be noisy due to the dark current effect of the laser module and the effect 
of ambient lights. For this purpose, the laser light source was turned off at each position of the 
cartesian robot during the measurements, and the noisy signals generated by the device/ambient 
lights were also recorded. After this process, laser light was turned on at the same position of the 
cartesian robot and the laser signals reflected from the material were recorded. Small vibrations 
may occur during the movement of the Cartesian robot. In order to avoid the effects of vibrations, 
measurements were started 3 seconds after the movement of the robot arm. During the 
measurements, a matte black material was placed behind the objects as a fixed background, and a 
stable background was provided for the transparent glass and semi-transparent frosted glass due 
to the light transmittance. During the measurement, a reference point measurement was made from 
the background to measure the possible reflections of the matte black background, and then the 
measurement was started from the material. During data preparation processes, these reference 
signals were subtracted from the raw laser signals of the materials. 

Data saving operations were performed with a desktop program prepared in the c# 
programming language for the laser module. In the study, 391 device/ambient light noise signals 
and 391 laser signals were measured for each material and the signals were recorded in CSV file 
format. The data in the CSV files were combined into a single file in the MATLAB programming 
environment. Data preparation and classification processes were done using the Python 
programming language. All experimental studies were performed on a computer with an Intel Core 
i7-5500U 2.40 GHz CPU, 8 GB memory and 2 GB NVIDIA GeForce 840M graphics card. 

Data Preparation Steps 

After measurements taken at different days and hours for the material identification process, 
the average energy of each signal was calculated as given in Equation 10 so that the characteristic 
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features of noisy raw laser signals can be examined. In the equation, 𝑠i(𝑛) represents 𝑖𝑡ℎ of the 

raw laser signal and 𝑁 represents the signal length (Chaparro & Akan, 2019).  

𝑒𝑖 =
1

𝑁
∑ |𝑠𝑖(𝑛)|

2𝑛=𝑁
𝑛=1 (10) 

In Figure 7, a boxplot showing the minimum, maximum, first quarter, third quarter and 
outlier values of noisy raw laser signals for each material can be seen. The boxplot is an effective 
method for examining univariate data. The box plot shows the average energy distributions of the 
391 raw laser signals measured from each material. 

 

Figure 7. Box plot showing the average energy distributions of the noisy laser signals for 
each material 

When the boxplot in Figure 7 is examined, it is seen that the average energy of the noisy laser 
signals recorded for each material at different days and times is generally in the same range. In 
order to detect the noise caused by the dark current effect of the laser module and ambient light 
and then to remove the noise from the signals, measurements were made by turning off the laser 
light at each measurement point made while the laser light was on. The noise in the signals can be 
reduced by subtracting the device/ambient lights noise signals from the raw laser signals. For this 
purpose, subtraction was performed as described in Equation 11. After the subtraction, the 
reference signals (background reflection signals) recorded during the measurements were 
subtracted from the laser signals obtained for glass and frosted glass. The purpose of this process 
is to minimize the effect of the background placed behind the glass and frosted glass on the laser 
signals obtained from these materials. The noise signal measured when the laser light is off is also 
subtracted from the reflection signal of the background (Olgun & Türkoğlu, 2022). 

𝑥(𝑛) = 𝑠(𝑛) − 𝑑(𝑛)(11) 

In the equation 11, 𝑥(𝑛) represents the laser signal cleared of noise, 𝑠(𝑛) represents the 

noisy laser signal reflected from the material, and 𝑑(𝑛) represents the noise signal caused by the 
device/ambient lights. Figure 8 shows an example of noisy laser signals reflected from 10 different 
materials, device/ambient lights noise signals, and signals obtained as a result of subtraction 
process. 
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Figure 8. An example of noisy laser signals reflected from 10 different materials, 
device/ambient lights noise signals, and signals obtained as a result of subtraction process. 

When the average energy distributions of the laser signals formed as a result of the 
subtraction process are examined according to the material classes, it can be seen that there are 
more distinct separations in the energy distributions compared to the classes. In Figure 9, the 
boxplot showing the distribution of the average energies and outliers of the laser signals generated 
as a result of the subtraction for each material class can be seen. 

 

Figure 9. A box graph showing the average energy distributions and outliers of laser signals 
for each material after subtraction process 

In the study, spectral power density of each signal was calculated according to the Welch 
method after the subtraction to reduce the effect of device/ambient lights noise. The length of the 
noise-free laser signal consisting of 3000 points was reduced to 32 points after Welch spectral 
power density conversion. After the extraction process, the signal samples formed when the power 
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spectral density is calculated according to the Welch method using the laser signals of each material 
sample is shown in Figure 10. As can be seen from the figure, the size of the laser signals decreases 

from 3000 to 32 in the normalized Welch power spectral density where the 𝑛𝑓𝑓𝑡 value is selected 
as 62. 

 

Figure 10. An example of power spectral density estimates calculated according to the 
Welch method after subtraction process for 10 different materials 

Design of Deep Learning Architecture and Training the Network 

In this study, a sparse deep learning architecture based on NCP was used for material 
classification with laser signals. After the data preparation steps, a 32-point laser signals were 
applied as an input to the NCP deep learning network. The parameters of the NCP deep learning 
architecture proposed for the classification process are shown in Figure 11. In this study, the 
number of inter-neurons, the number of command neurons, the number of command neurons in 
the RNN cell structure, the number of connections between each layer were selected by trial and 
error method. 

 

Figure. 11. The structure of the NCP model and the method of entering the laser signals 
into the network after data preparation processes. 

The number of sensor neurons varies depending on the size of the input data. The Softmax 
layer, which is frequently used in classification problems, evaluates the inputs in the motor neuron 
layer and calculates the probability of which class the output may belong to. The total value of the 
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probabilities obtained in this layer is equal to 1 and the output value with the highest probability 
value determines the class. 

Performance Evaluation 

In this study, 10-fold cross validation method was used for classification performance 
evaluation of deep learning architecture designed with NCP. In this method, 90% of the data was 
used for training and 10% for testing. The data set consisting of 3910 samples is randomly divided 
into 10 equal parts, 9 of each part is used for training and one part is used for testing. With this 
technique, the average of the performance evaluations obtained by performing the training and 
testing process 10 times using different parts of the dataset. In this way, it is possible to prevent 
the validation results from producing biased results. Before starting the training process, z-scores 
were calculated for the training and test data. 

In the literature, classification accuracy is generally used for performance evaluation in 
studies. It is a reasonable criterion to use classification accuracy when the data set is balanced. In 
this study, classification accuracy evaluation criterion was used to make comparisons with other 
studies. The classification accuracy is given in Equation 12.  

𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =
𝑇𝑃+𝑇𝑁

𝑇𝑃+𝑇𝑁+𝐹𝑃+𝐹𝑁
  (12) 

In the accuracy performance measure calculation in Equation 12, TP is the number of true 
positives, TN is the number of true negatives, FP is the number of false positives, and FN is the 
number of false negatives. For example, if an aluminum material was correctly classified as 
aluminum, it would be TP. If a granite material is misclassified as artificial marble, this will be FP 
for the artificial marble class. When an aluminum material is not correctly classified as aluminum, 
it will be FN for that aluminum class. Similarly, if a material is not aluminum and is classified as a 
different material other than aluminum, it will be TN. 

In this study, the confusion matrix was also used to examine the classification accuracy of 
each material in more detail. In the confusion matrix, TP, TN, FP, FN numbers can be examined 
for each material class. In addition, the classes in which the materials are classified correctly or 
incorrectly can also be examined. 

4. 4.Experimental Results and Discussion 

In experimental studies, different numbers of neurons in the intermediate layer and different 
numbers of connections between neurons were tested using the NCP architecture. In the Welch 
PSD method, laser signals of different sizes, which are formed as a result of changing the number 
of parameters, are used as input signals in the NCP network. In addition, the results of the previous 
study were compared with the new results (Olgun & Türkoğlu, 2022). In the NCP model with the 
highest performance in this study, the number of neurons and connection configuration 

information can be seen in Table 2. In Table 2, 𝑠𝑛 represents the number of synapses connected 

from each sensor neuron to neurons in the interlayer,  𝐼𝑛  represents the number of synapses 

connected from each interneuron to the command neuron layer, 𝑅𝑛 is the number of command 

neurons that are RNNs, and  𝑀𝑛 is how many synapses are connected to each motor neuron from 
the previous layer. 
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Table 2. NCP deep learning architecture parameters 

Parameters  Values 

Number of inter neurons 12 

Number of command neurons 7 

Number of motor neurons 10 

Sn 8 

In 6 

Rn 1 

Mn 4 

Total neurons number 29 

Total synapses number 113 

As can be seen in Table 2, since the number of connections between the middle layers is 
limited, the computational cost of the network is greatly reduced compared to a fully connected 
network architecture with a similar structure. In order to calculate the classification probabilities in 
the material identification study consisting of 10 classes, the Softmax layer was added to the last 
layer of the NCP architecture. Because of its structure, the layer before the Softmax layer should 
consist of as many neurons as the number of classes, the number of motor neurons in the NCP 
network was selected as 10 layers. In the hyper-parameters used in the training conducted with the 
deep learning architecture designed with NCP, the maximum number of epochs was chosen as 
1500, the learning coefficient was 0.001, the optimization algorithm was Adam, and the mini-batch 
size was 512. 

In order to compare with previous studies, 2 new signal types with much lower size (32 and 
63 points) and different characteristics, whose power spectral densities were calculated according 
to the Welch and Yule-Walker AR method (Olgun & Türkoğlu, 2022), were trained using different 
combinations. The results obtained are given in Table 3. 

When Table 3 is examined, the use of 32-point Welch power density signals in the deep 
learning architecture designed with NCP produces more successful results than the use of signals 
with other possibilities. The use of a sparse network with the NCP model combined with the use 
of a low-size signal significantly reduces the computational cost. Such a signal conversion removes 
the noise effect of the 3000-dimensional noisy raw laser signals and significantly reduces the size 
of the signal (Olgun & Türkoğlu, 2022). It can be seen that the NCP architecture fails in training 
the signals whose PSD values are calculated according to the Yule-Walker AR method. 

Table 3. Average classification results of laser signals with reduced dimensions. 

Study Signal type Signal size 
(points) 

Deep 
Learning 

model 

Epoch size Accuracy (%) 

Olgun et 
al.(Olgun & 
Türkoğlu, 2022) 

Welch PSD estimate 63 LSTM 1500 93.07 ± 1.11  

Yule-Walker PSD estimate 63 LSTM 1500 93.43 ± 1.47 

Welch PSD estimate +  
Yule-Walker PSD estimate 

2 x 63 LSTM 1500 93.63 ± 1.56 

The proposed 
model 

Welch PSD estimate 63 NCP 400 91.23 ± 1.32 

32 NCP 400 92.66 ± 1.50 

Yule-Walker PSD estimate 
63 NCP 400 22.23 ± 1.12 

32 NCP 400 21.41 ± 1.18 

Welch PSD estimate +  
Yule-Walker PSD estimate 

2 x 63 NCP 400 90.66 ± 1.83 

2 x 32 NCP 400 91.51 ± 1.41 
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In experimental studies with laser signals reduced to 32 dimensions by the Pwelch method, 
the loss graph and the accuracy graph for one of the cross-validation steps with the highest 
classification accuracy in the NCP model can be seen in Figure 12. 

 

(a)  (b) 

Fig. 12. Loss and Accuracy graphs of size-reduced laser signals with Pwelch PSD, in NCP 
model a) Loss graph for NCP model. b) Accuracy graph for NCP model. 

In the study, a confusion matrix was used to better understand the classification accuracy of 
the proposed model using test data. The confusion matrix with the highest accuracy performance 
in the test data set is given in Figure 13. 

 

Fig. 13. Confusion matrix with best validation value for test data at 10-fold cross validation 
steps. 
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When the prediction results in cross-validation steps are examined, it is seen that the highest 
result is 94.63%. In the confusion matrix, each row shows the number TP and FN of the 
corresponding material. Similar to the previous study, when the confusion matrix containing 391 
test data is examined, it is seen that black fabric, linden and artificial marble can be completely 
separated from the others. It can be seen that the data of 3 frosted glass materials are incorrectly 
classified as aluminum, 6 data of the glass material and 4 data of the polyethylene material are 
incorrectly classified as granite. In the prediction results, the lowest accuracy rate was 89.51%. The 
confusion matrix of the test dataset with the lowest accuracy can be seen in Figure 14. Examining 
the confusion matrix in the figure, it is seen that aluminum/frosted glass, granite/glass, 
granite/polyethylene materials are predicted interchangeably. 

 

Fig. 14. Confusion matrix for test data with the lowest accuracy rate in 10-fold cross-
validation. 

5. 5.Limitations and future works 

In material identification studies with laser signals, a database containing material reflection 
values is created. When a material is wanted to be defined, it is compared with the previous known 
materials in the database and this material is accepted into the class of materials that is closest to it. 
This study was conducted to identify 10 types of materials that are often used in our environment. 
For this reason, only these 10 materials can be defined in the material classification. In the future, 
it is necessary to collect data from more materials so that more materials can be classified with laser 
signals. In this study, a matte black material with low reflectivity was placed on the background to 
identify transparent glass and translucent frosted glass. In future studies, algorithms that can 
identify transparent materials more efficiently are needed. 
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Moisture on material surfaces, humidity in the air, fog and sunlight have negative effects on 
material identification. There may be distortions in the laser signals reflected from highly humid 
surfaces and this may adversely affect the classification performance. For this purpose, studies are 
needed that take into account surface moisture and air humidity. Similarly, other atmospheric 
conditions can affect the measurement accuracy. In the future, more studies can be made on the 
performance of the system in night, day, cloudy and sunny environments. 

It is known that laser marks vary according to the distance between the material and the 
device, the internal hardware and software of the device, the normal of the material and the angle 
of the laser. The angle between the normal of the material and the laser device will cause differences 
in the reflected intensity values, and in such a case, the classification performance may be adversely 
affected. There is also a need for studies that take into account the distance and angle between the 
laser device and the material. 

6. 6.Conclusion  

In this study, a deep learning architecture was designed with NCP for the classification of 
long-distance materials using a basic level laser module and the performance of this classifier was 
verified. In the proposed method, the 3000-dimensional laser signals obtained depending on the 
laser light intensity reflected from the materials were converted into 32-dimensional signals by 
Welch PSD and Yule Walker AR signal conversion, immediately after noise removal. With this data 
preparation method, the computational cost of deep learning architecture is greatly reduced. In 
addition, thanks to the proposed NCP model, contactless and remote material classification can be 
made with a high degree of accuracy with the connection between a small number of neurons and 
a small number of neurons. Unlike systems that are easily affected by light, such as cameras, 
classification can be made with a single laser light, which is not affected by ambient light. Due to 
its low computational cost, the proposed system can be easily adapted to any embedded system. 

In the 4-layer NCP model developed inspired by the Elegans nematode, there are sensory 
neurons in the input layer, inter and command neurons in the intermediate layer, and motor 
neurons in the last output layer. With the NCP model, the number of synapses between the layers 
can be adjusted. According to the determined number of connections, the synapses are connected 
to the neurons in the next layer in a random order. In addition, the number of RNN cells in 
command neurons can be selected. The architecture in the sparse structure, which is created by the 
specified number of neurons and the number of connections configuration, can perform as well as 
the architecture in the fully connected structure. 

Experimental studies were carried out in the laboratory environment at different times of the 
day and the amount of light in the working environment could vary.  In the experimental setup, 
signals were received from polyethylene, aluminum, magnet, black fabric, linden, frosted glass, 
glass, granite, artificial marble, pottery, which are at a certain distance and are frequently used in 
daily life. During the process of receiving the signal from the materials, the laser light was turned 
off first and the noisy signal caused by the device/ambient lights was recorded. Then, while the 
laser device was in the same position, the laser light was turned on and the laser intensity values 
reflected from the material were recorded. With this measurement method, the system can be more 
resistant to noises caused by the device and ambient lights. At the end of the measurements, 391 
raw and noisy laser signals were obtained from each material. In the classification studies performed 
with the 10-fold cross-validation technique, the average classification success was 92.66% with the 
32-dimensional laser signals obtained by using the Welch PSD method. To the best of our 
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knowledge, this study is the first to identify material using the laser signal measured from a single 
point of the material and the NCP model. 

In a robotic gripping system that makes material classification with laser, it will be possible 
to position the robot in accordance with the material. Similarly, in autonomous vehicles, safer 
driving will be possible by detecting the road type (asphalt, soil, pebbles, etc.) signals or detecting 
the icing of the road by using laser signals. 
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Introduction 

Tuberculosis (TB) is a significant health issue for most countries across the world. According 
to Pasa, Golkov, Pfeiffer, Cremers, & Pfeiffer (2019), tuberculosis is the fifth leading cause of death 
across the globe, with 1.5 million annual deaths and 10 million new cases reported every year. 
Notably, it can be easily treated; therefore, the World Health Organization recommends broad and 
systematic screening to facilitate the management of the disease. The normal and tuberculosis chest 
X-ray samples can be seen in Figure-1 and Figure-2. The most common measure used for 
monitoring and diagnosing lung diseases such as tuberculosis is the chest X-ray (CXR), as they are 
affordable and easily accessible (Stirenko et al., 2018). The development and evolution of modern 
technologies such as deep learning modalities allow scientists to automatically detect the lung 
diseases from CXR images even for radiologists without certified expert knowledge on 
radiography. Deep learning is a branch of artificial intelligence with a network capable of learning 
unlabeled, unstructured, and unsupervised data. The NIH Chest X-rays images and text data can 
incorporate deep learning methods like Convolutional Neural Networks (CNN) and Recurrent 
Neural Network (RNN) to predict tuberculosis and thus enhance management and reduce deaths. 
This paper proposes a deep learning technique which is CNN and efficacy of using it in predicting 
tuberculosis using the National Institution of Health (NIH) chest X-ray images. The proposed 
model achieved %98 validation accuracy scores which is over state-of-art models.   
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Figure-1 Tuberculosis chest X-ray sample 

Figure-2 Normal chest X-ray sample 
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Significance of Deep Learning Techniques 

The most common measure used in the screening of tuberculosis is CXR. However, the uses 
involve a long, complicated process. They require expert radiologists, yet most affected developing 
countries do not have enough radiologists with sufficient skills in interpreting results from the CXR 
(Stirenko et al., 2018). Similarly, Lakhani & Sundaram (2017) say that there is a lack of radiology 
expertise necessary for interpreting tuberculosis in many regions across the world, which 
consequently impairs work-up efforts and screening efforts. Deep learning technology describes 
artificial intelligence where computers can help human beings to perform tasks such as using 
existing data to examine relationships. Deep learning techniques thus provide an effective 
intervention as they increase accuracy in prediction tuberculosis. 

Furthermore, identification of people with high risks of developing tuberculosis is a critical 
consideration of a need for imaging techniques that easy to use and accurate in making a prediction. 
Imaging is mainly a key screening measure for people suspected to have pulmonary tuberculosis 
among work-up patients (Lakhani & Sundaram, 2017). Therefore, deep learning techniques, which 
are cost-effective and efficacious automated methods, can help and facilitate screening and earlier 
detection of tuberculosis. 

Convolutional Neural Networks (CNN) 

According to Lopez-Garnier, Sheen, & Zimic (2019), CNNs, along with increasingly high 
medical datasets, have increased classification and detection capabilities. The CNNS are biologically 
inspired and use hierarchical methods to make assumptions about the location of images using 
pixels learned through information hierarchies. The layers are used to detect layers where the higher 
layers help in detecting sophisticated features. (World Health Organization, 2011) suggest that 
CNNs have abilities to outperform human experts in classification, recognition, and processing of 
images and texts, among other tasks. Lopez-Garnier, Sheen, & Zimic, (2019) designed and 
developed a trained CNN with abilities to identify M. Tuberculosis in a Microscopic Observed Drug 
Susceptibility (MODS) culture. CNN was trained on the 12510 MODS dataset and showed an 
accuracy of between 91% and 99% hence the efficacy of using deep learning in predicting 
tuberculosis using the NIH data. 

DCNN (Deep CNN) is one supervised type of deep learning technology that incorporates 
multiple layers and has been successful in the classification of images (LeCun, Bengio, & Hinton, 
2015). The abilities to present datasets like images at multiple levels are one significant advantage 
of deep learning. For instance, DCNN can whole objects in higher levels, parts of objects in 
intermediate level, and pixels with blobs, values, and edges at lower levels. The multiple layers make 
data analysis easy and increase the abilities to produce accurate results. 

Deep learning techniques rely on big data sets to produce accurate and reliable results. 
Unfortunately, Wang, Peng, Lu, Lu, Bagheri, & Summers (2017), acknowledges that the 
incorporation of machine learning in CXR continues to be a challenge because of a lack of 
techniques that mimic high reasoning of human beings as well as a shortage of large-scale machine 
learning datasets.  

Furthermore, the chest X-ray data set released by the National Institution of Health (NIH) 
with 100,000 anonymized CXR images form 32000 patients could be mislabeled as usual when they 
are not specific to TB (Wang et al., 2017). Additionally, Stirenko et al. (2018) assert that there is an 
increased belief that deep learning modalities are only valid when used with more massive datasets 
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with more than 10,000 images and ineffective with smaller data sets of less than 1000 images as 
they are associated with lower accuracies and weak predictions. The small data on tuberculosis 
from NIH thus creates efficacy issues surrounding the use of deep learning in predicting 
tuberculosis. However, the embedding of texts and images, the use of pre-learning tools, 
augmentation of datasets, and ensembles help in countering the issues of small tuberculosis chest 
images available in NIH. 

Most chest pathologies have large datasets that make a diagnosis using deep learning feasible. 
However, the use of deep learning in the diagnosis for some chest pathologies such as tuberculosis 
remains a challenge because of the available small dataset. For this reason, Lakhani & Sundaram 
(2017); Sivaramakrishnan et al. (2018) demonstrated that pre-trained architectures like ImageNet 
could effectively produce diagnosis results and detection of TB on small datasets. According to 
Lakhani & Sundaram (2017), training of ImageNet used in deep convolutional neural networks 
(DCNN) augments processing techniques, which consequently leads to increased accuracy in 
prediction of tuberculosis as opposed to the incorporation of untrained ImageNet. The pre-training 
ImageNet feature enables the DCNN to make accurate predictions even with small datasets. 
Besides, datasets can also be augmented by contrasting or rotating images. The augmentation 
features are essential to improving the performance of the deep learning technique. 

Gozes & Greenspan (2019) found that deep learning modalities can be enhanced by 
incorporating learning image features that are specific to CXR using hospital scale datasets with 
metadata and pathology labels. Gozes & Greenspan (2019) proposed pre-training features, NIH 
Chest Xray14, and stated that metadata is an accurate and objective label for the element as it helps 
in countering the noise in the dataset. According to Gozes & Greenspan (2019), the MetachexNet 
feature is better than ImageNet in terms of predicting tuberculosis and the generalizability of 
results. Lakhani & Sundaram (2017); Sivaramakrishnan et al. (2018); Gozes & Greenspan (2019) 
all agree that deep learning can lead to the attainment of accurate results in predicting tuberculosis 
using CXR by adding learning features to the machine learning architecture. Small datasets are, 
therefore, not a limitation to the uses of deep learning for predicting tuberculosis. 

The feature reduction is also an important part of deep learning models due to process time 
and eliminate overfitting. So there some approaches like principal component analysis, auto 
encoders to reduce features (Karim, A. M et al, 2019). However, auto encoder can be used as a 
model to data augmentation, reduction, and mapping input features to output features to 
reconstruct the image again (Karim, A. M et al, 2020).    

The pertaining feature incorporation in deep learning architecture allows for random 
initialization so that the machine learning technology can relearn from the medical images provided. 
Another challenge with the use of deep learning is over-fitting, which occurs when trained models 
fit that dataset well but do not generalize unseen cases. However, measures such as model 
regularization or dropout can be used to overcome the challenge of over-fitting. In our model 
regularization and dropout parameters are used to fine tune the model. 

Machine learning technologies in neural networks are nonlinear and can scale depending on 
the training data available. The stochastic training algorithm in deep leaning implies that they are 
specific to the different types of training, and the associated weights may give different predictions 
whenever the algorithm is run (Brownlee, 2019).  
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Method & Results 

In the proposed model a custom CNN model is used to train and test NIH Chest X-ray 
dataset to predict an input image either indicates the tuberculosis or not. The dataset from Kaggle 
includes 4200 images consists of 3500 is normal and 700 tuberculosis. The test size is specified as 
0.2 to train the model with 80% and test with 20% of the dataset. Images are resized to an 250x250 
array. The convolution filters are used amount of 32, 64, 128 (3x3) and at the flattening layer 28800 
features are handled. On the flatten layer the dense layers are added to reduce the features 128 and 
then the output layer gives the 2 values to classify the images is tuberculosis sample or not. Totally 
6 convolutional, 2 dense and 4 maxpool layers are used to build the model. The optimizer has 
chosen as ‘Adam’ where the activation functions are set as ‘relu’ and at the output layer is used as 
‘softmax’ to have best classification results. The batch value is provided as 32 and the epoch is 20 
that gives the maximum accuracy value and does not improve after 20th epoch. After the model 
successfully trained the test accuracy results for the classification hit the result over 98%.  The 
confusion matrix, train and test accuracy and loss graphs can be seen in Figure-3, Figure-4 and 
Figure-5. The model evaluation is made on precision, recall, f-score values and the details are shown 
in the Table-1. 

Figure-3 Loss graph for training and the test 

 

Figure-4 Accuracy graph for training and test 
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Figure-4 Confusion matrix for validation 

 

Table-1 The scores of model evaluation 
 

precision recall f1-score support 

Normal 0.993 0.996 0.994 679 

Tuberculosis 0.981 0.969 0.975 161 

Accuracy 0.990 0.990 0.990 0.990476 

Macro Avg 0.987 0.982 0.985 840 

Weighted Avg 0.990 0.990 0.990 840 

Conclusion 

There are wide ranges of deep learning technologies such as neural networks, CNN that can 
be used in predicting tuberculosis in chest x-ray images provided by NIH. With deep learning 
technologies, users can accurately predict the presence of tuberculosis, even with minimal expert 
knowledge. Therefore, deep learning has more advantages than the standard modality that involves 
the use of chest x-ray images that require significant specialist knowledge. As a result, clinicians will 
be better placed to reduce deaths and new cases of tuberculosis across the world. The tuberculosis 
datasets available are small, which undermines the use of machine learning technologies that rely 
on large amounts of data to make an accurate prediction. 

Additionally, tuberculosis datasets are limited to the use of strategies such as crowd sourcing, 
as the data requires expert knowledge. However, the limitation of small data set can be countered 
by using pre-training learning features, augmentation of datasets. The training of images increases 
the abilities of the deep learning tools to make accurate predictions of the presence of tuberculosis. 
In the proposed model CNN architecture successfully helps to classify tuberculosis over chest X-
ray image dataset which gives over 98% validation accuracy scores. The regularization parameters 
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and dropout improve the model success and provide better classification results. For further 
improvements an optimization algorithm can be implement to find optimum parameters itself.  
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Ömer Alp ATICI1 

 

Introduction 

The freezing point depression of various sugars has been studied in the literature and most 
of the work on this has been done experimentally. It is also clear from the literature that these 
experimental results have been defined with some correlations to predict values not found 
experimentally. According to Leighton's studies, the water depression point was calculated taking 
into account the types of sugar and the amount of salt in the water (Leighton, 1927:300-308). Table 
1 shows that the water depression point depends on the amount of sugar cane in the water. 

Table 1. Water Freezing Point Depression According to Sugar Cane Amount Inside Water 

Dissolved Sugar Cane Amount 

Inside 100 g Water (g) 

Sugar Cane Amount (%) Water Freezing Point Depression 

(°C) 

3.59 3.47 0.21 

6.85 6.41 0.40 

10.84 9.78 0.65 

15.83 13.67 0.95 

19.80 16.53 1.23 

22.58 18.42 1.37 

25.64 20.41 1.58 

28.51 22.19 1.77 

32.22 24.37 1.99 

35.14 26.00 2.15 

37.86 27.46 2.33 

43.72 30.42 2.71 

45.62 31.33 2.82 

50.02 33.35 3.13 

Sugar cane is not studied in this work and the amount of sucrose solution is the important 
parameter for the freezing point depression of water. Cogne and friends have determined the water 
freezing points of sucrose solutions, and these values can be seen in Table 2 (Cogne et. al., 
2003:1129-1135). 
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Table 2. Sucrose Solutions Water Freezing Points 

Dissolved Sucrose Amount Inside 100 g Water (g) Water Freezing Point (°C) 

3 0.18 

6 0.35 

9 0.53 

12 0.72 

15 0.90 

18 1.10 

21 1.29 

24 1.47 

27 1.67 

30 1.86 

33 2.03 

36 2.21 

39 2.40 

42 2.60 

45 2.78 

48 2.99 

51 3.20 

 

In order to determine the freezing curve, the thermal properties of the water-sucrose solution 
must be determined. The dry matter content of the water-sucrose solution is %21.1. The density is 
1050 kg/m3. The value of the thermal conductivity of the sucrose solution was calculated 
according to Choi's study (Choi, 1986). 

First of all continues phase thermal conductivity value found according to equation 1.1. 

λ𝑐
𝑝𝑎𝑟𝑎

=∑𝜀𝑗λ𝑗
𝑗

 
1.1 

“c” subscript represents the continues phase. “j” represents the number of ingredients. 

𝜀𝑗 = 𝑋𝑗
𝜌𝑐
𝜌𝑗

 1.2 

 

𝜌𝑐 =
1

∑
𝑋𝑗
𝜌𝑗

𝑗

 
1.3 

“X” represents the ingredient type. At this study, water and sucrose are the only ingredients. 
“ε” represents the amount of ingredient in the solution. Total mix thermal conductivity can be 
found as shown in the equation 1.4 and 1.5. 

λ𝑚𝑖𝑥 = λ𝑐
𝑝𝑎𝑟𝑎

1 − 𝜀𝑖𝑐𝑒 + 𝜀𝑖𝑐𝑒𝐹
λ𝑖𝑐𝑒
λ𝑐
𝑝𝑎𝑟𝑎

1 − 𝜀𝑖𝑐𝑒 + 𝜀𝑖𝑐𝑒𝐹
 

1.4 

 

𝐹 =
1

3
∑[1 + (

λ𝑖𝑐𝑒
λ𝑐
𝑝𝑎𝑟𝑎 − 1)𝑔𝑖]

−1

3

𝑖=1

 

1.5 
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After defining thermal conductivity, heat capacity values must be defined. Two main heat 
capacity correlations were investigated in this study and these correlations displayed below. First 
of all, Schwartzberg model is displayed below equation 1.6. (Schwartzberg, 1976:152-156). 

𝑖𝑓 𝑇 > 𝑇𝑓 

𝐶𝑝 = 𝑋𝑠𝐶𝑝𝑠 + 𝑋𝑤𝐶𝑝𝑤 

𝑖𝑓 𝑇 < 𝑇𝑓 

𝐶𝑝(𝑇) = 𝑋𝑠𝐶𝑝𝑠 + 𝑋𝑤𝐶𝑝𝑤 + (𝑋𝑏 − 𝑋𝑤)(𝐶𝑝𝑤 − 𝐶𝑝𝑖𝑐𝑒) 

+
𝑀𝑤

𝑀𝑠

𝑋𝑠[
𝑅𝑇0

2

𝑀𝑤(𝑇0 − 𝑇)
2
− (𝐶𝑝𝑤 − 𝐶𝑝𝑖𝑐𝑒) 

1.6 

 

Other thermal heat capacity correlation is the Chen et. al.’s correlation. This correlation is 
showed at the equation 1.7. 

𝑖𝑓 𝑇 > 𝑇𝑓 

𝐶𝑝 = 4180 − 2299𝑋𝑠 − 627𝑋𝑠
3 

𝑖𝑓 𝑇 < 𝑇𝑓 

𝐶𝑝(𝑇) = 1547 + 1254𝑋𝑠 +
𝑋𝑠
𝑀𝑠

𝑅𝑇0
2

(𝑇 − 𝑇0)
2
 

1.7 

 

EXPERIMENTAL SETUP 

As mentioned in the previous section, the water-sugar solution was frozen in the mould. The 
moulds were placed in the CaCl2 solution to simulate the freezing process, as the temperature of 
the CaCl2 solution was -31 °C. The midpoint of the water-sucrose solution was recorded with a 
PT100 temperature probe with an accuracy of ± 0.005 °C. The experimental setup can be seen in 
Figure 1. 

 

Figure 1. Experimental setup. 
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RESULTS AND CONCLUSION 

In this study, samples of a water-sugar solution were examined. Their dry matter content was 
16.6, 19.17 and 21.1% respectively. As shown in Figure 2, the freezing point temperature decreases 
with increasing sucrose content in the water. 

It can also be observed that increasing the amount of sucrose in the water decreases the 
freezing rate. 

 

Figure 2. Experimental freezing rate comparison. 

Following the experimental studies, numerical analysis was performed using the commercial 
finite element solver software Ansys with Transient Thermal Toolbox. Unlike many other studies 
in the literature, a new tool was used for the simulations rather than Fluent. 

 

Figure 3. Numerical results comparison with experimental results. 

As you can see from Figure 3, Chen's correlation is not good enough to simulate the freezing 
process of a water-sugar solution. On the other hand, the Schwartzberg correlation did not fit the 
experimental results either. 
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For all these reasons, it is decided to propose a new correlation to simulate the freezing 
process. The mean values of Chen's heat capacity and Schwartzberg's heat capacity results were 
implemented in numerical simulations and it was found that the freezing point of the experimental 
result was found with this new correlation. 

However, it is found that the freezing rates after the end of phase transformation are different 
compared to the experimental results.  

For further studies, new correlations need to be tried to simulate the experimental results 
and the mesh quality needs to be improved to obtain more correct results. 
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Introduction 

Compared with monolithic pure metals and alloys, composites with metal matrix have 
properties such as high specific strength, hardness, wear, and corrosion resistance. Thanks to these 
features; It has a high usage area in key industrial areas such as aerospace, aviation, and automotive. 
In addition to the lightness feature of aluminum and alloy groups, it also has some drawbacks such 
as low strength and high wear rate. These reservations are overcome by nano-sized reinforcements 
added to the metal matrix, which is defined as the matrix phase. The new generation material 
groups called nano composites have many exceptional properties such as high ductility, and good 
thermal and electrical properties (Mondal, 2021: 2189). The exceptional in-plane elastic modulus 
of graphene is due to the sp2 hybrid bonding of carbon atoms. Graphene's 2D structure makes it 
ideal for usage in metal and ceramic composites, where high pressures are frequently used in 
processing (Nieto, Bisht, Lahiri, Zhang, & Agarwal, 2017: 241). Carbon nanotubes are one of the 
nano reinforcement groups that have attracted great interest recently. Carbon nanotubes are used 
in three forms: i) multiwall CNT (MWCNT), ii) double wall CNT (DWCNT), and single wall CNT 

(SWCNT). With a tensile strength value 60 times higher than that of steel (∼60 GPa), carbon 
nanotubes are used in many applications requiring high strength (Soni, Thomas, & Kar, 2020: 2). 

The use of carbon-based nano-reinforcements in the field of metal matrix composites has 
attracted increasing interest in the literature. Different production types have been used for 
composite production. In the study of reinforcing pure aluminum with GNP, composites were 
produced by the stir casting method at 0.5-2% weight ratios. It has been reported that the 
mechanical properties are significantly increased compared to the pure metal and the presence of 
agglomeration under certain conditions (Subbaiah & Palampalle, 2019). In the study in which 
Al/CNT composites containing 3% CNT by volume were produced by powder metallurgy 
method, slurry-based dispersion process and high energy ball milling process were determined as a 
mixing process. As a result of the mechanical tests of the produced Al/CNT composites, a 67.5% 
improvement in tensile strength was reported (Fan et al., 2018). In this study, the focus is on 
improving the compressive strength of the Al6061 alloy composite by hybridization of nano-sized 
GNP and MWCNT reinforcements in the matrix phase. At the same time, the optimum production 
conditions were determined by analyzing the production parameters with the Taguchi method. 

Materials and method 

Al6061 aluminum alloy with 99.5% purity was used as matrix material in the study. GNP and 
MWCNT carbon-based nanomaterials were chosen as reinforcement materials. The average 
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particle size of Al6061 material is 10 μm, while the average particle size of GNP and MWCNT is 
50 nm and 200 nm, respectively. Scanning electron microscopy (SEM) views of the powders used 
in the study are given in Figure 1. The powder metallurgy method was chosen as the consolidation 
method in the study. In this method, the mixed powders were shaped under a certain temperature 
and pressure. The production parameters and levels of the composites are given in Table 1. It is 
known that micron and nano-sized powders are difficult to mix with each other, so two different 
mixing methods were used together in the study. First, the micron and nano powder groups 
Al6061, GNP and MWCNT were separately poured into ethyl alcohol, then the mixed powders 
were subjected to ultrasonication. Ethyl alcohol was removed in an oven at 70 °C for 12 hours. 
The dried composite mixture powders were conducted to mechanical alloying for 1 hour at a 
rotational speed of 250 rpm. In order to minimize the cold welding situation during mechanical 
alloying, zinc stearate was added to the mixture powder. After mixing processes, composite 
powders were produced in a hot press device using a stainless steel mold. Produced composites 
are cylindrical and have a diameter of 15 mm and a length of 10 mm. 

 
Figure 1. Matrix and reinforcement powders a) Al6061 b) GNP c) MWCNT 

Table 1. Processing conditions for composites 

 
wt% GNP wt% MWCNT 

Sintering temp. 

(°C) 

Sintering 

duration 

(min) 

Processing 

pressure 

(MPa) 

Level 1 0,5 0,5 450 15 50 

Level 2 1,5 1,5 550 45 150 
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Densities of the produced composites were determined according to the Archimedes 
principle. Equations used in calculating density and porosity values are given in Equation 1, 
Equation 2, and Equation 3. 

𝜌𝑡 = (𝜌𝑚 ×𝑤%) + (𝜌𝑟 × 𝑤%) (1) 

 

In Equation 1; While the theoretical density of the composite is expressed as ρt, the density 
of the matrix is expressed as ρm, the density of the reinforcement is represented by ρr and the 
percent by weight is represented by w%. 

𝜌𝑒𝑥 =
𝑚𝑎

𝑚𝑎 −𝑚𝑤
𝑥1 

(2) 

 

The experimental density values (ρex) of the produced composites were determined by using 
Equation 2. The dry weight of the composite measured in air is defined as ma and its suspended 
weight in water is defined as mw. The relative density values, which give information about the 
density of the composites and the porosity, were determined by Equation 3. 

𝜌𝑟𝑒𝑙 =
𝜌𝑑𝑒𝑛
𝜌𝑡𝑒𝑜

𝑥100 (3) 

Compression tests of the composites were carried out in Zwick/Roell brand compression 
tester according to the ASTM E9-09 standard. The processing speed was determined as 0.5 
mm/min. During the test, the compression strength and % elongation values were automatically 
graphed. 

Results and discussion 

The densities and porosity results of the produced composites are shown in Figure 2. Relative 
density values of hybrid composites consolidated under production parameters were determined 
to vary between 89-93 %. It was determined that the maximum relative density value was obtained 
from sample S2 with 93 % (wt% GNP: 0.5-wt% MWCNT:0.5-Sintering temp.: 450 °C- Sintering 
duration: 45 min-Processing pressure: 150 MPa) The porosity value calculated for the S2 sample is 
7 %. It was determined that the minimum relative density value was obtained from sample S7 with 
89 % (wt% GNP: 1,5-wt% MWCNT:1,5-Sintering temp.: 450 °C- Sintering duration: 15 min-
Processing pressure: 150 MPa). In addition to this situation, the maximum porosity value of 11 % 
was obtained from sample number S7. While high-density values were obtained at low nano 
reinforcement ratios, lower densities at high nano reinforcement ratios were attributed to the 
agglomeration formation seen at high reinforcement ratios. In addition, it is thought that the 
improvement of the matrix reinforcement interface in high-density composites increases the 
density. 
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Figure 2. Relative density and porosity values of composites a) Relative density b) Porosity 

Table 2 shows the compressive strength of Al6061/GNP/MWCNT composites depending 
on the production parameters. It was determined that the compressive strength changes of hybrid 
composites ranged between 69,595 MPa and 321,597 MPa. This wide-scale variation showed that 
the production parameters were very effective on the compressive strength. In the study, the 
maximum compressive strength was obtained from the sample number S2 as 321,597 MPa. A 286 
% improvement was reported with hybridization compared to the unfortified Al6061 reference 
sample (83 MPa).  

Table 2. Compressive strength of composites 

Sample 

number 
wt% GNP 

wt% 

MWCNT 

Sintering 

temp. 

(°C) 

Sintering 

duration 

(min) 

Processing 

pressure  

(MPa) 

Compressive 

strength 

(MPa) 

S1 0,5 0,5 450 15 50 308,592 

S2 0,5 0,5 450 45 150 321,597 

S3 0,5 1,5 550 15 50 202,279 

S4 0,5 1,5 550 45 150 210,116 

S5 1,5 0,5 550 15 150 112,349 

S6 1,5 0,5 550 45 50 108,446 

S7 1,5 1,5 450 15 150 92,395 

S8 1,5 1,5 450 45 50 69,595 

In addition to this situation, it was determined that the compressive strength decreased 
sharply in the 1.5 GNP and MWCNT reinforcements added to the matrix structure. This situation 
is based on the fact that nano reinforcements with high Van der Waals bond strengths show 
agglomeration due to their affinity with each other, and this agglomeration accelerates the 
formation and propagation of micro-voids in the composite structure. 

The experimental results obtained from the compression test were used to determine the 
quality of the design, using the S/N ratios used in the Taguchi approach. The larger the better 
attitude was targeted. The effects of production parameters on compressive strength were found 
by interpreting the delta values given in Table 3. High delta values indicate that the parameter has 
a high effect on the result. In this study, the order of the parameters affecting the compressive 
strength is as follows; wt% GNP, wt% MWCNT, sintering temperature, processing pressure, and 
sintering duration. it is known that the consolidation process of the powders is done by hot 



156 

Türkoğlu, Tüker & Çelik, Sare; Investigation of the Effect of Process Parameters on the Compressive 
Strength of Al6061/GNP/MWCNT Composites 
 
 

 

pressing, it has been reported that temperature and pressure are expected to be effective parameters 
since the sintering process is diffusion-based. It was also reported that as a result of the 
determination of the optimum production parameters thanks to the Taguchi analysis, situations 
that may negatively affect the mechanical properties such as grain growth seen in the sintering 
process at high temperatures are prevented. 

Table 3. Response table for means values 

Level wt% GNP wt% MWCNT 
Sintering temp. 

(°C) 

Sintering 

duration 

(min) 

Processing 

pressure 

(MPa) 

1 260,65 212,75 198,04 178,9 172,23 

2 95,7 143,6 158,3 177,44 184,11 

Delta 164,95 69,15 39,75 1,47 11,89 

Rank 1 2 3 5 4 

 

 
Figure 3. Main effects plot for means values 

Figure 3 proved that under optimum fabrication parameters for maximizing compressive 
strength, favorable conditions for compressive strength of Al6061/GNP/MWCNT hybrid 
composites; 0.5 wt% GNP, 0.5 wt% MWCNT, 450 °C sintering temperature, 15 min sintering 
duration, 150 MPa processing pressure. 

Conclusions 

Al6061/GNP/MWCNT hybrid composites were successfully produced under the specified 
production parameters. 

The maximum relative density value obtained from Al6061/GNP/MWCNT hybrid 
composites was 93%, and this value was obtained from composite number S2. 

Low porosity values were determined at low nano reinforcement ratios in hybrid composites. 

Compared to the non-reinforced Al6061 material, a 3.86-fold improvement in compressive 
strength was achieved in the hybrid composite obtained as a result of hybridization.  
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After analyzing the production parameters by Taguchi method, optimum production 
parameters were found as 0.5 wt% GNP, 0.5 wt% MWCNT, 450 °C sintering temperature, 15 min 
sintering duration, and 150 MPa processing pressure. 
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autoregressive exogenous model (NARX) neural network 
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Introduction 

In recent years, the global decline in conventional energy supply, together with the rapidly 
growing demand for energy, has been of great concern to the public. The use of renewable and 
ecologically beneficial wind energy is becoming more and more common and accepted. Among 
the renewable methods of electricity generation, wind energy is one that helps to keep the cost of 
electricity generation as low as possible. Wind energy is a renewable type of electricity that is 
regarded to be environmentally friendly. It is conversion technology is more cost-effective than 
other forms of energy generation. Continuing research-based programs to increase wind turbine 
performance can be extremely difficult and costly if trustworthy models are not available. Using 
established models for wind turbines allows for upfront simulation of turbine-generator unit 
performance changes and gives operators and engineers in the turbine control center the ability to 
make timely and personalized decisions based on the data collected [1]–[3]. Due to the increasing 
use of renewable energy sources in power generation, it was necessary to estimate the amount of 
energy that will be produced. Designing a controller for any system requires accurate dynamic 
models of the system. It is possible to evaluate the performance of the controller if a model-based 
control technique is used. Moreover, we can embed the model into the controller [4]. Modeling 
wind turbines is a difficult task because their operation depends on physical phenomena such as 
the rotation of the spinning rotor, the aerodynamics of the blades, and the viscosity of the fluid, as 
well as random sources such as the wind. Typically, sophisticated fluid dynamics, aerodynamic 
theory, and blade element approaches are used to study them. Numerous models have been 
presented to simulate the behavior of wind turbines (WT) that account for all of these complicated 
processes [4]–[8]. Machine learning approaches have gained popularity in recent years for 
predicting the performance of power generators [9]–[11]. Models for wind turbine control can be 
built using neural networks. Long-term memory recurrent neural networks (LSTM) and nonlinear 
autoregressive neural networks with external inputs (NARX) are two architectural variants of 
recurrent neural networks that are ideal for representing time series and processes, respectively. 
Focusing on a simple, control-oriented paradigm, we chose the NARX architecture for its lower 
computational cost and simplicity. Control-oriented neural network models with low complexity 
can be easily combined with control techniques [12]–[14]. WT Modeling and control have been 
explored in the literature using a variety of classical and intelligent methods [15]–[17]. 

In this research, control-oriented neural network models of the performance of a wind 
turbine simulated with NARX are developed with a modest degree of complexity. We chose NARX 
neural networks for this application because they have been shown to be well matched to the 
output signal and have a relatively low computational cost. A variety of wind speeds and tilt 
amplitude steps are used to generate the output signals for the wind reference. The validity of the 
technique is demonstrated by both graphical and numerical results. 

 
1 Sirnak University, Department of Computer Engineering 



160 

Dirik, Mahmut; Modeling the theoretical speed curve of a wind turbine using a nonlinear autoregressive 
exogenous model (NARX) neural network 
 
 

 

The following is how the rest of the article is organized: Section 2 provides a description of 
the material and the procedure. Here we provide detailed information on the evaluation metrics, a 
nonlinear autoregressive exogenous model (NARX), and the dataset. Section 3 contains a 
description of the results and specifics. Section 4 concludes with a conclusion. 

1.Materials and Procedures 

This section explains how the NARX model is used to predict the wind speed of a wind 
turbine installation. The output of the system is calculated using the training process of the NARX 
model based on the time series of the neural network. The main purpose of this section is to show 
the generation as a function of wind speed. The specifics on how to achieve this are given below. 

 1.1.Dataset 

The data utilized [18] are derived from SCADA systems installed in current wind turbines. 
Most wind turbines have a SCADA system[19], [20] that allows monitoring and collection of data, 
so there is no need to implement additional hardware/software for this purpose. The number of 
record variables (columns) used is 4 and the number of samples (rows) is 50531. The variables 
included here are: The power generated by the turbine at that time (kW), the wind speed (m/s), the 
theoretical power values of the turbine at that wind speed (kWh) given by the turbine manufacturer, 
and the wind direction (°). The target variable is the prediction of the wind speed of the model. 
The instances used to train and test the system are separated into variable proportions of training, 
testing, and validation subsets. The calculation of data distributions allows us to check the 
correctness of the given data and to detect anomalies. The histogram of the samples used as input 
variables is shown in the following graph. 

   

Figure 4. Histogram of the data distribution for the variables used as input. 

 

 1.2.Nonlinear Autoregressive Exogenous (NARX) 

A subset of dynamic filtering known as prediction is a technique in which future values are 
predicted based on the values of one or more time series. When applied to nonlinear systems, 
NARX is a dynamic neural network that can be used for both filtering and prediction. NARX is 
based on the linear ARX model, also known as recurrent neural networks, which is able to 
efficiently model time series data sets by using feedback connections at different levels of the 
network [3], [9], [12], [21].  NARX are referred to as "dynamic network categories" because they 
have feedback connections that surround the numerous layers of the network [22]–[24]. The main 
advantages of NARX networks over other ANN approaches are their ability to quickly establish 
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ideal weights for connections between neurons and input parameters, require less calibration effort, 
and enable model construction [25], [26]. A NARX network, which is utilized in time series 
estimation, has the following fundamental equation: Eq (1). 

y(t) = f ((y(t − 1), y(t + 2), … , y(t − ny), u(t − 1), u(t − 2), … , u(t − nu)) (1) 

Here, u(t) and y(t) represent the input and output values at time t, respectively, nu and ny 
represent the network's input and output layers, and f represents the nonlinear function. As can be 
seen in Figure 2, the structure of NARX consists of three successive layers. 

 

Figure 5. The construction of the NARX model 

The open loop (one step) is more efficient compared to the closed loop (multiple steps). A 
closed-loop configuration (or any other configuration required for the application) can be 
implemented once the network has been thoroughly trained. The input layer contains the 
parameters used to train the neural network, the hidden layer contains the computation step 
performed between the input and output layers, and the output layer contains the predicted value. 
The proposed model contains three inputs and a single output. In this example, two perceptron 
layers are used: the first detector layer contains three inputs, the number of neurons in the hidden 
layer (NHN), and a hyperbolic tangent activation function. The second sensor layer has an NHN 
input, a single neuron, and a linear activation function. The weight (w) and bias (b) of the NARX 
model were tuned for the output layer using the "Levenberg-Marquardt [27]," "Bayesian 
regularization [28]," and "Scaled conjugate gradient [29]" training algorithms. Typically, 
"Levenberg-Marquardt" consumes more memory but takes less time. "Bayesian regularization" 
takes longer to complete than other methods, but the results are great when dealing with tough, 
tiny, or noisy data sets. In line with the adaptive weight reduction (processing) method, training is 
ended at the end of the session. "Scaled Conjugate Gradient" is less memory intensive. Training is 
automatically terminated when generalization deteriorates, as evidenced by an increase in the mean 
square error of the validation samples. The data used were divided in different proportions for 
training, testing and validation. The most accepted proportion in the literature is 70% for training 
the network and 30% for testing [25], [30]–[32]. The purpose of this experiment is to investigate 
the effects of splitting the data into different ratios on the performance of the model with a variable 
number of neurons as well as the influence of training techniques on the performance of the model. 

1.3.Evaluation metrics 

In order to evaluate the performance of the model, the obtained results were evaluated using 
metrics such as the coefficient of determination R2, which indicates how well the model replicates 
the observed results and predicts future outcomes, and metrics such as the mean absolute error 
and the root mean square error, which is the mean magnitude of error for the prediction. The 
equations for these metrics can be found between (2) and (6). For details, see the corresponding 
bibliographies.    
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The proposed model is trained using the mean square error (MSE) and correlation coefficient 
(R). The trained network is switched to closed-loop mode and restructured to produce 
sophisticated multilayer predictions. The output y(t) of the network is used as feedback for the 
input. The trained artificial neural network (ANN) is transformed into a closed loop by establishing 
a feedback loop between the network output and the network input. 

 

Figure 6. NARX Training Process Performance Chart 

The performance, parameters, and explanatory graphs of the network were obtained through 
regression analysis and examination of the data obtained from the estimating equations using the 
NARX technique. Fig. 3 illustrates the results of the NARX-based wind speed estimates. In this 
figure, The number of iterations (37 levels) is shown on the X-axis, and the mean squared error 
(MSE) for each iteration is represented on the Y-axis in the graphic. The maximum number of 
learning periods was quite easy to determine experimentally by plotting the performance of the 
network using the Plot Performance function. After analyzing the learning curve of the network, 
it was found that the training of the network effectively stopped at iteration 37. The results of the 
training phase are shown in blue, those of the validation phase in green, and those of the testing 
phase in red. The point where the lines representing the training, validation, and testing results 
converge is the point of optimal performance. The training gain is a control parameter of the 
technique that was used to train the neural network (Mu). The best realization value was calculated 
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to be 31 and the performance value (Mu) 0.00100. The training, validation, and test values for this 
value are very close. This result shows that the ability of the network to predict wind speed is high. 
Figure 4 depicts the change in correlation coefficient between input (1) and error (1) as a function 
of time. 

 

Figure 7. The input-Error Cross correlation 
 

An ANN histogram is a useful tool for determining the frequency of mistakes. The error 
histogram displays the values of the error value (EV) and the frequency of the errors (EF). Based 
on the amount and variation of the mistakes, we may categorize the errors. The cumulative 
instantaneous variance of the training, validation, and testing errors is shown in Figure 5. A vertical 
line represents the imprecision of the zero points in this graph. 

 

   

 

Figure 8.  The error histogram of the NARX 
wind speed prediction model. 

Figure 9. Prediction error plotted using 
autocorrelation. 

 

The majority of the errors are zero, indicating a fairly strong predictive agreement. Here, the 
majority of errors (small errors) approaches zero in the training data sets, which account for 70% 
of all samples, and the test data sets, which account for 15% of all samples. Autocorrelation explains 
the relationship between prediction errors and time. For an error-free training model, the 
autocorrelation should be non-zero at zero lags. The autocorrelation function of errors is used to 
check the network performance in Figure 6. In this case, the autocorrelation of the errors is within 
the 95 percent confidence intervals. 
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Figure 10. Regression of all data, including training, validation, and test data 

The regression coefficient R shows that there is a significant relationship between the two 
variables. The values calculated for training, validation, test, and all data are R = 0.98516, R = 
0.98382, R = 98582, and R = 98505, respectively. The regression diagram in Figure 7 depicts the 
training, validation, and testing procedures between the input and target variables. 

2.Results 

Machine learning algorithms, such as artificial neural networks, are more accurate data-driven 
models that we use to address predicted difficulties. Using NARX, correlation and regression 
approaches, we can explain the relationships between the factors that influence wind speed. When 
we use the learning algorithm (LM) to train the wind speed model, we can find that the NARX 
model performs well in predicting the wind speed. The primary objective of this research is to 
assess the NARX neural network's efficacy utilizing a variety of different learning techniques and 
data splits for wind speed forecasting. Using the prediction algorithms from ANN, the average 
wind speed can be predicted 24 hours in advance. A sufficient wind database coupled with the 
performance of the NARX model results in an accurate short-term wind speed forecast (see Table 
8). The MSE, RMSE, and R statistics all affect the performance of the NARX model. The results 
of the study show that the performance metrics are within the targeted accuracy range (Table 1). 
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Figure 11. Data on wind speed were used to determine the reaction of the NARX 
prediction model. 

Table 1 contains 11 different results for the performance of the proposed model. When it 
comes to training, validation, and testing, the second column gives the data separation rates for 
each of these three categories. The number of neurons in the hidden layer (NHN) is represented 
by the third column, while the delay time is shown by the fourth column (ND). Columns 5, 6, and 
7 show both performance and regression values (R) for training, validation, and testing. Columns 
8, 9, 10, and 11 show the metric calculations: Root mean square error (RMSE), mean square error 
(MSE), error mean (EM), and standard error variation (Error Std.). As the correlation coefficient 
(R) between -1 and 1, the contrast ratio between the results of the estimated and measured values 
can be defined as the difference between the two values. The fit coefficient (R) of a regression 
model indicates how well it fits the data. Each situation results in a large number of predicted and 
measured values centered around the diagonal line, as expected. Table 1 shows that all R values 
obtained during the training of the network are greater than 0.90, indicating that the output of the 
network is extremely close to the target and the model is good. After several trials with three 
learning algorithms and different architectures, the results showed that the NARX model had a 
performance training value of less than 0.60 and the results of all models were close to each other.  
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Table 4. Results obtained using the NARX model 

Training 

Algorithms 

NARX Architecture  

(Training,Validation,Testing) 

NHN ND Training Validation Testing RMSE MSE EM Error Std 

Performance Regression Performance Regression Performance Regression     

L
ev

en
b

er
g

-M
ar

q
u

ar
d

t 

70%:15%:15%  

(35371: 7580:7580) 

5 2 0.5548 0.9843 0.5191 0.9852 0.5329 0.9854 0.7390 0.5462 -0.0013 0.7391 

10 2 0.5283 0.9851 0.5699 0.9839 0.5625 0.9843 0.7346 0.5397 -0.0071 0.7346 

20 2 0.5273 0.9852 0.5253 0.9853 0.5383 0.9846 0.7271 0.5286 0.0266 0.7266 

60%:20%:20%  

(30319: 10106:10106) 

5 2 0.5332 0.9849 0.5712 0.9837 0.5806 0.9838 0.7418 0.5503 0.0046 0.7418 

10 2 0.5459 0.9845 0.5339 0.9847 0.5073 0.9862 0.7319 0.5358 0.0034 0.7319 

20 2 0.5242 0.9853 0.5049 0.9855 0.5604 0.9843 0.7263 0.5276 -0.0235 0.7259 

50%:25%:25%  

(25265: 12633:12633) 

5 2 0.5405 0.9849 0.5243 0.9848 0.5416 0.9848 0.7325 0.5366 -0.0021 0.7326 

10 2 0.5244 0.9851 0.5368 0.9849 0.5545 0.9846 0.7314 0.5350 -0.0159 0.7313 

20 2 0.5241 0.9852 0.5263 0.9853 0.5565 0.9843 0.7299 0.5327 0.0036 0.7299 

B
ay

es
ia

n
 r

eg
u
la

ri
za

ti
o
n

 

70%:15%:15%  

(35371: 7580:7580) 

5 2 0.5318 0.985 NaN NaN 0.5194 0.9855 0.7279 0.5299 0.0006 0.7279 

10 2 0.5269 0.9852 NaN NaN 0.5292 0.9851 0.7262 0.5273 0.0029 0.7262 

20 2 0.5122 0.9856 NaN NaN 0.5271 0.9848 0.7172 0.5144 -0.00003 0.7172 

60%:20%:20%  

(30319: 10106:10106) 

5 2 0.5309 0.9850 NaN NaN 0.5377 0.9846 0.7296 0.5323 0.0011 0.7296 

10 2 0.5269 0.9852 NaN NaN 0.5154 0.9851 0.7243 0.5246 -0.0019 0.7243 

20 2 0.5093 0.9856 NaN NaN 0.5526 0.9843 0.7197 0.5180 0.0025 0.7197 

50%:25%:25%  

(25265: 12633:12633) 

5 2 0.5385  0.9848  NaN NaN 0.5194  0.9852  0.7306  0.5337  -0.0024 0.7306 

10 2 0.5215  0.9852  NaN NaN 0.5299  0.9851  0.7236 0.5236 0.0019 0.7236 

20 2 0.5076  0.9856  NaN NaN 0.5392  0.9847  0.7180  0.5155   0.0012  0.7180  

S
ca

le
d
 c

o
n
ju

g
at

e 
g

ra
d
ie

n
t 

70%:15%:15%  

(35371: 7580:7580) 

5 2 0.5903  0.9833  0.5737  0.9838  0.6307  0.9820  0.7706  0.5939  -0.0054  0.7706  

10 2 0.5698  0.9839  0.5231  0.9854  0.5102  0.9855  0.7442  0.5538  0.0009 0.7442  

20 2 0.5756 0.9838 0.5228 0.9851 0.5514 0.9843  0.7510  0.5640  -0.0001 0.7510  

60%:20%:20%  

(30319: 10106:10106) 

5 2 0.5931  0.9832 0.5739 0.9839 0.6135 0.9826 0.7702  0.5933 0.0071 0.7702 

10 2 0.5549   0.9843  0.5907   0.9830  0.5967  0.9835  0.7552  0.5704  -0.0012  0.7552  

20 2 0.5582  0.9843  0.5838  0.9833  0.5385  0.984  0.7479  0.5594  0.0029  0.7479  

50%:25%:25%  

(25265: 12633:12633) 

5 2 0.5480  0.9843  0.5661  0.9842  0.5682  0.9840  0.7467 0.5576 0.0003 0.7467 

10 2 0.5776  0.9836  0.5063  0.9857  0.5740  0.9838  0.7475  0.5588  -0.0041  0.7475  

20 2 0.5753  0.9838  0.5486  0.9845  0.5732  0.9837  0.7537  0.5681  -0.0141  0.7536  
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3.Conclusion  

Wind speed forecasting (WSF) is critical in wind energy production, which is one of the 
world's fastest increasing renewable energy sources. Accurate wind speed estimate is critical for 
improving and optimizing wind energy output. Long-term velocity forecasting, in particular, may 
assist us in extending real-time wind farm operations and managing wind turbine model 
projections. Predicting the behavior of wind resources can be useful for energy managers, 
regulators, and power traders, as it can provide them with valuable information. In addition, the 
prediction data can be used to operate, repair, and replace wind turbines and substations. The 
results and accuracy of predictions for WSF are of great importance for the performance of learning 
algorithms and the NARX model. Due to the excellent statistical properties of artificial neural 
networks, which have been widely used by academics in forecasting and prediction studies in recent 
years, a WSF model was constructed in this study. In the study, data from 50531 observations 
covering the period 01/01/2018, 00:00–31/12/2018, 23:50 were analyzed using the MATLAB 
R2021a program. The number of hidden layers ranges from 5–20, and the network was trained 
using Levenberg-Marquardt, Bayesian regularization, and Scaled conjugate gradient.  

As a result of the study, it was found that when comparing the predicted values generated by 
artificial neural networks with the real values of WSF, the corresponding values are quite close and 
the MSE value used as the performance requirement is sufficiently low. These results show that 
the proposed model is effective in predicting wind speed as it provides robust statistical results. 
Although many research and development studies have been conducted in this field, the 
improvement of wind speed estimation using different learning algorithms, datasets, and neuron 
numbers is considered one of the most important findings of this study. On the other hand, it is 
believed that this study will help practitioners obtain useful information about the NARX model 
from the more general conceptual wind speed estimation, and it can be used to predict future daily 
WSF values. 
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Introduction 

Carbofuran is a type of pesticide used as an insecticide, nematicide, and acaricide in 
agricultural lands. It is soluble in water and moderately persistent in soil. Carbofuran can cause 
health problems such as diarrhea, increased blood pressure, breathing difficulty, vomiting, 
sweating. at high doses, deaths have been reported due to respiratory problems (Kuswandi et al., 
2017; Shanthamma et al., 2022). 

Daphnia genus known as the water fleas has a key role in the food web of freshwater 
ecosystems such as ponds, lakes, and streams (Mergeay et al., 2006), since they are the food source 
of invertebrates and fish. Water fleas feed on algae, protozoans, bacteria, cyanobacteria, and small 
particles suspended in the water. In addition, daphnids improve water quality as they consume algae 
(Tatarazako and Oda, 2007; Dietrich et al., 2010). 

Daphnia generally serves as a model organism in biological experiments (Ebert, 2005). 
Hypersensitive behavioral and physiological responses of water fleas are the parameters used as 
biomarkers of the effects of chemical substances. Additionally, they were used in distinct research 
approaches such as eco/toxicology, ecology, reproductive and ageing biology, and evolution 
(Barata et al., 2005; Ebert, 2005). Currently, testing with the use of D. magna is one of the most 
widely used ways in the toxicity evaluation of pharmaceuticals including antidepressants, anti-
inflammatory drugs, antibiotics, anticancer drugs, beta-blockers, and lipid-regulating agents 
(Villegas-Navarro et al., 2003). 

Daphnia is a colorless animal due to the transparent chitinous carapace. This feature allows 
for examining the heart rate via light microscope. Its heart is myogenic and has circadian rhythm 
initiated in the cardiac muscular tissue (Kaas et al., 2009). Daphnia’s heart has high sensitivity to 
various factors. Therefore, it is one of the most widely used physiological parameter in toxicology 
tests. This study was designed to understand the effects of Carbofuran on non-target organism, D. 
magna. The effects of Carbofuran on egg production and heart rate of D. magna were analyzed. 

Material and Methods 

The present study was performed with D. magna which we have cultured in the laboratory 
for more than three years. Water fleas were maintained in aerated fresh water at temperature of 20-
22 °C with a 14 h light and 10 h dark cycle. Stock solutions were prepared by dissolving Carbofuran 
in fresh water. Three different concentrations of Carbofuran (3, 6, 12 µg/L) were diluted from the 
stock solution. The culture medium was renewed every day. Water fleas were fed with a mixture of 
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Spirulina microalgae and TetraPond fish food once a day. Each beaker contained 60 mL solution 
and ten daphnids. All experimental samples were made in triplicate. Ten adults (older than 14 d) 
were used for heart rate analysis. Each daphnid was transferred on a slide with a drop of the culture 
medium and examined by light microscopy. Heartbeats of each daphnid were recorded in slow 
motion by a video camera for 10 seconds. Changes in heart rate of D. magna were examined for 96 
h. Additionally, a 21-day reproductive test was carried out with neonates (<24 h). The number of 
eggs per individual in each experimental group was noted. Data were presented as mean with 
standard deviation. The differences were compared for statistical significance by one-way ANOVA 
with post hoc analysis using Tukey test. Statistical evaluations were carried out via PASW statistics 
(SPSS) 18 software. We set the significance level at p<0.05. 

Results 

The effects of Carbofuran on heart rate and egg production of D. magna were evaluated in 
this study. Heart contractions were visually counted by slowing down the speed of video playback. 
The number of eggs per individual was also counted in each group for 21 days. D. magna has 10 
pairs of appendages which are antennae, antennules, maxillae, and mandibles followed by 5 thoracic 
limbs on the trunk. Additionally, there is a pair of abdominal claws at the end of the abdomen. The 
heart of D. magna is located dorsally and in front of the brood chamber (Figure 1). The water fleas, 
which were not exposed to any chemicals, lived for 35-40 days under laboratory conditions. 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 1. Adult Daphnia magna of control group. The spherical heart is located on the dorsum of animal and in front 

of the brood chamber. There is one egg in the brood chamber. Scale bar = 500 μm 

As a result of the exposure to Carbofuran, an increase in the heart rate was examined depend 
on concentration gradients. Heart rate changes were statistically significant in the high-dose group 
compared to control. The highest heart rate was examined in the high-dose group at 72 h. Although 
the heart rate increased in the first 72 hours in the treatment groups, it was observed that the heart 
rate tended to decrease at the 96th hour. The heart rate of the low-dose group was similar to that 
observed in control. Data related to heart rate (mean ± s.d.) for each group were presented in Table 
1. 

The eggs were observed in the brood chamber located dorsally beneath the carapace of D. 

magna. The embryos hatched from the eggs after about 1 day at 20-22 °C but they remained in the 

brood chamber for further development. After 2-3 days, the young individuals were released by 

the mother daphnid from the brood chamber. Although the newborn looked more or less like the 

adult daphnid, the brood chamber was not developed in newborn individuals. The period of first 

brood and first egg production took 9-10 days in the control group, whereas they were 12-13 days 
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in the high and medium-dose groups. The number of neonates per water flea also decreased 

prominently in all treatment groups. Generally, exposure to Carbofuran gave rise to a decrease in 

egg production of treatment groups. The lowest egg production was mainly observed in the high-

dose group. Our values were presented in the bar chart (Figure 2). 

 
Table 1. The mean and standard deviation (mean ± s.d.) of Daphnia magna heart rate in the control group and treatment 

groups with different concentrations of Carbofuran were presented. 

 
Figure 2. The graph shows the average number of eggs per individual in the control group and the treated groups 

with different concentrations of Carbofuran for 21 days. 

Discussion 
 

Daphnia, Moina, and Ceriodaphnia among the cladocerans have been mainly used in aquatic 
toxicity assessments for a long time (Thorp and Covich, 2009). Cladocera has an open circulatory 
system as opposed to the closed circulation of vertebrates. Daphnia’s heart has no chambers or 
valves (Monahan-Earley et al., 2013). Due to their high sensitivity, the effects of environmental 
factors on the heart rate of daphnids have been examined in many studies. In this study, the effects 
of different concentrations of Carbofuran on D. magna were evaluated in terms of physiological 
parameters including variability of the heart rate and egg production. 

After exposure to Carbofuran, an increase in heart rate of treatment groups was observed 
compared to the control group, depending on the concentration levels of this compound. The 
most increased heart rate was observed after 72 h in water fleas treated with 12 µg/L (477.4±42.84 
bpm). Bownik et al. (2017) reported that stimulated heart rate at 25 mg/L and 50 mg/L of the 
neonicotinoid insecticide acetamiprid on the other hand, reducing effect at its highest 
concentration (100 mg/L). The most decreased heart rate was observed after 48 h in water fleas 
treated with 100 mg/L (132 ± 40 bpm). The daphnids exposed to acetamiprid at 25 mg/L showed 
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Number of days

The average number of eggs per individual

Control 3 µg/L 6 µg/L 12 µg/L

Experimental Groups 24 h 48 h 72 h 96 h  

Control 358.8±18.14 395.4±63.27 380.2±30.61 360±37.30 

3 µg/L 364±27.27 392.6±26.75 406.2±41.11 376±16 

6 µg/L  412±32.12 420.2±33.35 419.4±68.51 382±41.47 

12 µg/L 445.4±20.99 464±41.08 477.4±42.84 409.2±41.16 
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stimulated heart rate compared to the control (445 ± 25 bpm). The highest heart rates were 
indicated after 24 h (538 ± 20 bpm) and 48 h (502 ± 32 bpm), however it reduced to 380 ± 55 
bpm after 72 h. Similar stimulatory effects were also reported at 50 mg/L, however the reduction 
of heart rate was more prominent at 72 h (300 ± 45 bpm). 

Contrary to our findings, a decrease in heart rate was observed in some studies. Bownik and 
Szabelak (2021) reported that fipronil at concentrations 1 μg/L, 10 μg/L, and 100 μg/L reduced 
water flea heart rate after a 24 h exposure, when compared to the control. Reduce heart rate may 
result from a direct interaction of fipronil with receptors for gamma aminobutyric acid and glutamic 
acid in neurons regulating cardiac activity of daphnid. Another study also showed that an 
organochlorine pesticide, Methoxychlor reduced the heartbeat in D. magna. After 24 h of exposure, 
prominent decreases in heart rate were observed between the control and 10 µg/L, 1 µg/L and 10 
µg/L, 2.5 and 10 µg/L, 5 and 10 µg/L treatment groups, respectively. 

D. magna bioassays are very important in providing valid estimates relevant toxicity of 
pesticides on aquatic communities and serve as a useful indicator for water quality. Developmental 
and reproductive phases in D. magna were affected by toxaphene, acetochlor, and cyanazine at 
different concentrations found in surface waters (Kashian and Dodson, 2002). There are diverse 
pathways in which pollution can affect the life cycle of D. magna. Our results showed that very 
early-stage D. magna (neonates <24 h) reduced egg production after 21 days of exposure to 
Carbofuran. The lowest egg production was mainly observed in the high-dose group. Additionally, 
compared to the control group, the day of first egg production were considerably delayed in the 
high and medium-dose groups. A similar result was noted by Aksakal (2019). After exposure to 
thifluzamide the period of the first brood and first egg production were significantly delayed in a 
dose-dependent effect. The first brood days and the first egg production days were 6.2 and 8.2 days 
in the control groups, whereas they were 8.4 and 10.1 days in the 2.5 mg/L thifluzamide treatment 
groups, respectively. The number of neonates per water flea also decreased prominently in all 
treatment groups. Another study showed that significant reduction of egg production in the water 
flea D. magna in the lowest exposure concentrations of 0.50, 0.08 and 0.40 mg/ L, for Diclofenac, 
Acetaminophen, and Ibuprofen, respectively (Du et al., 2016). It was also reported that Fenoxycarb 
had a significant negative impact on survival of the hatched individuals of D. magna (Navis et al., 
2013). Marcial and Hagiwara (2007) noted that a euryhaline rotifer, Brachionus plicatilis hatching rates 
were severely affected by diazinon. 

Conclusion 

The current study revealed that Carbofuran alters egg production and heart rate of D. magna. 
Our results also demonstrate that physiological parameters such as the heart rate and egg 
production may be considered as sensitive, early biomarkers of toxicity in the cladocerans.  
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Introduction 

Vanadium (V) is a transition metal found in row four of the periodic table (group VB) with 
atomic number 23 and was first discovered by Friedrich Wohler in 1801 (Cintas, 2004; Sefström, 
1831). In nature, vanadium is a frequent element. It has a concentration of 100 mg/kg in the Earth's 
crust (ATSDR, 2012). Vanadium are annually entered the environment from natural sources almost 
65.000 tonnes and from anthropogenic sources almost 200.000 tonnes (WHO, 2000).  In the 
manufacture of high-speed steel, vanadium metal is utilized as a stabilizer. Ceramics and 
superconducting magnets use vanadium pentoxide as a stabilizer. Diet products also contain 
vanadium sulfate (ATSDR, 2012). Since 2011, global V consumption has increased by about 45 
percent, reaching 102.1 kilotons in 2019 and projected to reach 130.1 kilotons by the end of 2024 
(Lin, Mahasti, & Huang, 2021).  

V has a valence of -1 to +5 in natural environments (Del Carpio et al., 2018; Yin et al., 2018). 
Some (+4 and +5) of these forms are stable, while others are not. The most likely states of V in 
natural and wastewater are V(IV) and V(V), respectively (Linnik & Linnik, 2018). There are twelve 
V(V) species, which are divided into three categories: cationic, neutral, and anionic species, and can 
be found in water together (Zeng & Yong Cheng, 2009). Vanadium is found naturally in foods, 
with higher concentrations in seafood. Surface water vanadium concentrations range from 0.04 to 
220 µg/L on average. In the United States, the average vanadium concentration in drinking water 
is 4.3 µg/L (ATSDR, 2012).   

Low levels of vanadium are required for normal cell growth, but high levels pose a health 
risk because vanadium damages the heart, kidneys, gastrointestinal system, and central nervous 
system. Although vanadium has a low oral toxicity, it can cause stomach cramps, diarrhea, and 
nausea when taken in high doses. Studies in experimental animals have shown a decrease in red 
blood cells, an increase in blood pressure, and some neurological effects. Vanadium pentoxide has 
been shown to cause lung cancer in mice. The International Agency for Research on Cancer has 
classified vanadium pentoxide as Group 2B. (possible human carcinogen). Because of its strong 
oxidative damage to cells, vanadium is more toxic than other heavy metals. As a result, it needs to 
be removed before the wastewater can be discharged ( Wang, Shi, Hu, & Qiao, 2010; ATSDR, 
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2012; B. Zhang, Feng, Ni, Zhang, & Huang, 2012; J. Zhang, Dong, Zhao, McCarrick, & Agrawal, 
2014; Wang, Xiaoyin Xu, Xia, Zhou, Zhang, & Rittmann, 2015; Liu et al., 2017; Chen, Xiao, Wang, 
& Yang, 2018 ). Furthermore, China has a limit of 50 µg/L for drinking surface water sources, Italy 
sets a limit of 140 µg/L for groundwater, while California-OEHHA has set a drinking water 
standard of 15 µg/L for drinking water (Leiviskä et al., 2017; OEHHA., 2002; Xing Xu et al., 2016).  

The United States Environmental Protection Agency (EPA) has not yet listed vanadium as 
a pollutant, but it has been listed as V in the 5th draft of the Contaminant Candidate List (CCL) 
announced by the EPA. Although there are several studies on vanadium removal and measurement 
methods, the number of studies started to increase after the EPA's announcement. Since vanadium 
is a metal, removal methods include adsorption, ion exchange, insoluble metal salts and membrane 
processes like other metals. Studies conducted in the literature, removal efficiency was obtained 
68% in adsorption with Zr(IV)-SOW (Hu et al., 2014), 99.8% with PdO-MWCNT (He et al., 2018), 
50-56% with chitosan (Guzmán, Saucedo, Navarro, Revilla, & Guibal, 2002), 98.5% with activated 
carbon (Dogan & Aydin, 2014), 90%  with membrane filtration (Lazaridis, Jekel, & Zouboulis, 
2003), precipitation with FeCl3 and 85% efficiency was obtained (Roccaro & Vagliasindi, 2015). In 
this study, the removal of vanadium with ferric iron was investigated. 

Material and Method 

In the study, laboratory scale Jar Test setup was used and studies were carried out with 
homogeneously mixed samples taken into 600 and 800 mL beakers. In the precipitation process, 1 
N NaOH and 1 N H2SO4 were used for pH adjustment, then the appropriate pH ranges were 
determined for precipitation of V with FeCl3. Images of the laboratory-scale Jar Test setup are 
shown in Fig. 1. In the study, rapid mixing was continued at 100 rpm for 1 minute, while slow 
mixing was continued at 30 rpm for 45 minutes. 

0.08927 g of V2O5 (Merck) was taken and dissolved by adding a few drops of concentrated 
H2SO4, and then diluted to 50 mL with distilled water. The vanadium (V) concentration in the 
resulting vanadium stock solution is 1000 mg.L-1. The experimental solutions were prepared 
synthetically using tap water from the main stock solution. A 0.01% (m/v) aqueous solution of 
catechol violet (CV) (Alfa Aesar) was prepared to obtain the complexes. The pH 3.0 buffer solution 
was made by dissolving 15.59 g of NaH2PO4.2H2O in 490 ml of up water and titration to pH 3.0 
with 85% H3PO4 (Merck) and made up to 500 ml with distilled water. 

 

Figure 1 Laboratory scale Jar Test setup 

A Shimadzu 1800 UV-VIS spectrophotometer with a 1.0 cm quartz cell was used to measure 
vanadium concentration. The measurements were carried out at a wavelength of 350.0 nm. The 
pH of the solution was measured using a digital multimeter (Thermo Scientific Orion 5-Star) and 
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a combination of electrodes. In the calibration curve, the vanadium concentration contained in the 
sample is linear from 100 µg/L to 5 mg/L. The final sample volume is adjusted to 10 mL by adding 
2 mL of pH 3 buffer, 1 mL of CV and 2 ml of distilled water to 5 ml of sample. After waiting for 
the complex formation for 5 minutes, the measuring is performed. The blank solution is the same 
process applied to distilled water. If the vanadium concentration in the sample is below 100 µg/L, 
3 ml of sample with 200 µg/L V concentration is added to 2 ml sample and the same procedures 
are repeated after the final sample volume is brought to 5 mL. All samples were filtered to 0.45 µm 
Syringe Filters (Sigma-Aldrich). The vanadium calibration curve is shown in Fig. 2.  

  

Figure 2 Calibration curve of V(V)-CV complexes  

Result and Discussion 

Fe/V dose optimization was performed at an initial concentration of 1000 µg/L V(V) at pH 
6. Precipitation time was tried at 0, 45 and 90 minutes. Fe/V dose optimization is shown on Fig. 
3. 

  

Figure 3 Effect of Fe/V dose on the removal of Vanadium with FeCl3 
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As can be seen in Fig. 3, the vanadium concentration decreases as the Fe/V ratio increases. 
The highest decrease in vanadium concentration is when the Fe/V ratio is 1. As the Fe/V ratio 
increases, the slope of the decrease in concentration also decreases. The lowest V concentration 
was obtained with Fe/V ratio 6. Kunz et al. (1976) used ferrous for V removal. They achieved the 
best results when Fe/V was 6 (Kunz, Giannelli, & Stensel, 1976). Martins (2000) investigated the 
removal of V with H2SO4 and found the highest vanadium recovery percentage obtained 96.5% 
and the highest V2O5 content in the precipitate to be 89.3% (Martins, 2000). Lazaridis et al. (2003) 
used nanofiltration membrane for V removal and achieved a removal efficiency of 90%, while in 
the study performed by Dogan and Aydin, it was observed that activated carbon reached 98.5% 

removal efficiency (Lazaridis et al., 2003; Dogan & Aydin, 2014) 

pH optimization was carried out by choosing the Fe/V ratio of 6. The effect of pH on V(V) 
removal and settling time is shown on Fig. 4. As seen in Fig. 4, optimal pH was 7 for V(V) removal. 
Furthermore, considering the pH of surface and well waters, it is a good result that the removal of 
V (V) with FeCl3 is not affected much between pH 6 and 9. Kunz et al. (1976) obtained highest V 
removal at optimum pH as 6 for ferrous (Kunz et al., 1976).  

  

Figure 4 Effect of pH on V(V) removal and settling time (initial V(V) concentration 1mg/L) 

In the study, the optimal pH was chosen as 7, and then the effect of cationic polyelectrolyte 
on the settling time and removal of V(V) was investigated. 0.2 mg/L of cationic polyelectrolyte 
was used and the results are shown in Fig 5. 
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Figure 5 Effect of cationic polyelectrolyte on FeCl3 dosage and settling time in vanadium removal (initial pH=7 initial V(V) 
concentration= 1 mg/L) 

As can be seen in Figure 5, cationic polyelectrolyte has a quite good effect on precipitation 
time and Fe/V dose. As a result, precipitation time and Fe/V ratio can be halved with the effect 
of cationic polyelectrolyte. 

Conclusion 

In this study, V(V) removal with iron (III) chloride and cationic polyelectrolyte were 
investigated. As the Fe/V ratio increased, the removal efficiency also increased. Fe/V ratio 6 was 
evaluated as optimum. The effect of pH on V(V) removal and settling time was investigated at 
Fe/V ratio 6 and the best removal was observed at pH 7 with 84%. Afterwards, 0.2 mg/L cationic 
polyelectrolyte was used and the effect of cationic polyelectrolyte on Fe/V ratio and settling time 
in vanadium removal was investigated. The best result was obtained with 90.2% Fe/V ratio at 6 
and 90 minutes settling time. In addition, it was understood that the decrease in settling time can 
be tolerated with the effect of cationic polyelectrolyte.  

It was observed that the removal of vanadium reached around 90% with the use of rapid 
mixing added iron (III) chloride, slow mixing added cationic polyelectrolyte, precipitation and filter 
units. It is understood that conventional treatment units can also be used effectively for vanadium 
removal.  
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Influence of Hydroxy Gas Introduction on Performance and Soot Emissions 
of a Diesel Engine 

 

Ali Can YILMAZ1 

Introduction 

The features such as absence of throttle losses and higher compression ratio favor diesel 
engines compared to petrol engines in terms of higher thermal efficiency. This phenomenon, 
however, also relates a trade-off between NOx and smoke emissions. Though homogeneous 
charge compression ignition (HCCI) and premixed charged compression ignition (PCCI) methods 
seem to be promising in terms of reducing NOx and soot, these early injection techniques tend to 
increase unburned hydrocarbon (UHC) and dilution of engine lubricant due to fuel spray process 
into low temperature chamber (Liu et al., 2015; Kim et al., 2007; Machrafi et al., 2008; Liu et al., 
2012; Kook et al., 2007; Park et al., 2012; Kiplimo et al., 2012; Pickett et al., 2009; Jia et al., 2008; 
benajes et al., 2012). 

Soot formation in diesel engines is related to the rich mixture combustion zones especially 
around injector when the engine is at high loads. Carbonaceous soot and soluble organic fractions 
of hydrocarbons make up the majority of particulate matter. These particles become more 
hazardous due to their tendency of adsorbing other molecules (Mishra and Prasad, 2014; Abdullah 
et al., 2008). Diesel engines generally necessitate high level of air induction (lean mixture, low 
equivalence ratios) compared to petrol engines and lack of adequate air triggers incomplete 
combustion of diesel fuel which in turn causes emitting of particulate matters (PM, soot). 
Automotive manufacturers take precautions against soot formation both in the engine itself (HCCI, 
PCCI, high pressure common rail, etc.) and exhaust after-treatment system such as diesel 
particulate filters (DPF). DPFs perform high performance in reducing particulate matters, but bring 
about high costs in case of malfunction or failure (Nguyen et al., 2013). Thus, it is essential to put 
forward cost effective technique(s) such as fuel additives to diminish soot as well as DPFs. 

Hydroxy gas (HHO) is a good candidate for reducing soot in diesel engines due to: (1) 
absence of carbon in the gas yields avoiding of aromatic generation and soot formation (Fan et al., 
2021; Duraisamy et al., 2020; Chen et al., 2013), (2) low cetane number of hydrogen based gas 
promotes ignition delay (Ren et al., 2008; Wei et al., 2020) and longer time for fuel vaporization 
which entails decreased number of rich mixture zones throughout the chamber and diminished 
soot formation (Yao et al., 2017; Gong et al., 2020) and (3) hydrogen-oxygen monoatomic state 
stimulates more complete combustion (Ren et al., 2008), oxidation of unburned hydrocarbons 
(Wang et al., 2012) and lessens soot formation. 

Hydroxy gas is in brown color and made up of unseparated hydrogen and oxygen which are 
produced by the electrolysis of water by a custom made electrode design. The monoatomic state 
of hydrogen and oxygen persists (single atom per molecule) and ignition of HHO gas releases 
energy existing in the bonds of the two elements. HHO gas differs from other hydrogen and 
oxygen gases; some of the hydrogen and oxygen never reach diatomic state. In monoatomic state, 
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the bonds between the atoms do not require to be broken, which in turn, more energy is to be 
released compared to that of diatomic state when ignited (Yilmaz et al., 2010; Dulger and Ozcelik, 
2000). Furthermore, when compared to pure hydrogen, oxygen content of HHO gas provides 
higher combustion efficiency (Simov et al., 2021; Subramanian and Thangave, 2020). The studies 
conducted on this special gas can be found elsewhere (Musmar and Al-Rousan, 2011; Al-Rousan, 
2010; Al-Rousan and Musmar, 2018; Arjun et al., 2019; Salek et al., 2020; Le Anh et al., 2013). 

This study focuses on enrichment of diesel fuel with HHO gas fed through intake system of 
a diesel engine and its effects on in-cylinder brake mean effective pressure (bmep) and soot 
formation (smoke opacity). To the author’s knowledge, though there are several studies on HHO 
gas usage in internal combustion engines, there has been no study on influence of HHO gas on 
soot formation of a diesel engine. As a result, the originality of this experimental study relies on 
promising favorable impact of HHO gas on performance and hazardous soot emissions. 

Experimental set-up 

HHO gas was generated in a custom-made sealed cylindrical plexiglass (transparent) reactor 
with a float system (to avoid short circuits through HHO gas expanded in the reactor). The 
electrolysis process was conducted via a specially designed electrode with six inner and outer tubes 
in an aqueous KOH (catalyst) solution. Molality of the solution was kept at 2% by mass for all 
experimental attempts due to dramatic decrease in resistance and increase in voltage. The generated 
HHO gas was fed through intake system of a single cylinder 4-stroke diesel engine as it was 
produced without any modification (Table 1). So, there was no need for storage tanks for this 
highly volatile and flammable gas. The water safe is used to prevent back-flash of HHO gas. The 
engine was loaded (kg) by electromagnetic forces formed within an eddy current type dynamometer 
which has an arm length of 185 mm. A high precision digital flowmeter was used to measure 
flowrate of HHO gas and experiments showed that 2 L/min was optimum value in the context of 
volumetric efficiency. The average voltage and current supplied from the DC battery for this 
flowrate value were 7.5 V and 6 A, respectively. The general schematic of the experimental set-up 
is demonstrated in Figure 1. All tests were conducted at wide open pumping conditions (max. rev. 
at no load) and the engine was precisely loaded using load cell within the experimental set-up. The 
load was applied until the normal idling speed was reached (max. load) to prevent stopping of the 
engine. 

 

Table 1 - Technical specifications of the single cylinder laboratory type diesel engine 

Air induction Naturally aspirated 

Fuel feeding system Direct injection 

Bore (mm) 85 

Stroke (mm) 78 

Displacement (cc) 481 

Compression ratio 18:1 

Max. rev. (rpm) 3200 

Max. power (kW) 7.8 

Max. torque (Nm) 29.5 

Mass (kg) 55 
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Figure 1. Schematic of the experimental set-up 

Because of its great corrosion resistance, 316L stainless steel was used for the particularly 
constructed electrode (Figure 2). The electrode has six inner (- charge, Ø22) and outer tubes (+ 
charge, Ø28). To minimize error, each test was performed three times and averages were taken. 
The flowrate of HHO gas was recorded via a digital flowmeter. A gas analyzer based on detection 
of smoke opacity through a LED detector was used to measure soot formation. As the smoke 
intensity (smoke opacity) increased in the exhaust pipe, lesser LED light would reach the detector. 

 

 

Figure 2. Technical drawing of the electrode design 

Results and Discussion 

Brake mean effective pressure (bmep) 

Brake mean effective pressure is a good indicator of engine performance output (Shivaprasad 
et al., 2014) and its independency from engine speed makes it a good comparison performance 
parameter for internal combustion engines running on various fuels. Thus, bmep was used as 
performance parameter during the experiments. For bmep calculation, required brake torque data 
were collected via a data logger system in connection with a special software during loading process 
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of the test engine. The bmep values against various loads were found using Eq. (1) (Heywood, 
1988): 

 

bmep=2*π*n*T/Vd                        
(1) 

bmep: brake mean effective pressure (Pa) 

n: number of revolutions per power stroke (for 4-stroke engines, n=2) 

T: brake torque (Nm) 

Vd: displacement volume (m3) 

Figure 3 depicts the variation of bmep data with regard to engine load. As the load increases, 
engine must deliver more power and torque by injecting more fuel into the chamber to overcome 
the load against the drive shaft, which in turn, yields elevated pressures in the cylinder. This 
phenomenon can be explained by the unique features of HHO gas such as high diffusivity, small 
quenching distance, wide flammability limits, monoatomic state, oxygen content and higher Hu 
value compared to the diesel fuel. Because HHO gas has a high diffusivity, a more uniform mixture 
in the combustion chamber is created and higher combustion efficiency even at harsh working 
conditions of the engine. Small quenching distance minimizes the misfire especially in regions 
adjacent to the cylinder wall and augments combustion efficiency. Wide flammability limits lead to 
better propagation of flame throughout the cylinder even at very lean conditions and higher torque 
values can be achieved. Due to monoatomic structure of HHO gas, when compared to straight 
diesel fuel, there is greater energy released upon the ignition as mentioned in the Introduction. 
Furthermore, oxygen content and high Hu of HHO promote combustion, thus higher bmep values 
can be procured. Consequently, an average increase of 10.51% in bmep was obtained compared to 
diesel fuel when HHO gas was introduced in the intake as diesel fuel additive. 

 

Figure 3. bmep vs. engine load 

Smoke opacity (soot formation) 

Soot is very hazardous emission and generally produced due to incomplete combustion at 
high loads in compression ignition engines. It is the solid particle form of unburned hydrocarbons 
and very prone to adsorbing other matters substantially at compression stroke where in-cylinder 
pressures reach high values (Mishra and Prasad, 2014). Incomplete combustion of the mixture 
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depends on various parameters but the main cause is rapid enrichment of mixture at high loads of 
the engine. Thus, soot formation tends to increase as the engine load is increased due to richer 
mixture (inadequate air intake). On the other hand, soot is also dependent on misfire at the cylinder 
walls and quenching distance of gaseous fuels steps forward in this subject. As the load increases, 
soot formation also tends to increase due to enrichment of mixture in the combustion chamber, 
because the work delivered is directly controlled by the injection amount in diesel engines due to 
lack of throttle. The unique specs of HHO gas promote combustion and yield higher combustion 
efficiency as mentioned in previous section. However, at low loads (high rpms), HHO gas 
introduction causes a very little increment in soot and this can be attributed to the higher decrease 
in volumetric efficiency. High revs cause short opening time of intake valve and volumetric 
efficiency tends to decrease. On the other hand, at high loads, HHO compensates the reduction in 
volumetric efficiency with its other combustion enhancement features. Thus, an average reduction 
of 13.72% was determined in soot formation compared to neat diesel fuel as presented in Figure 
4. The soot formation shows a sharp increase as of about 50% load for both fuel modes. This is 
attributed to the very rich combustion as the engine cannot “breathe” due to very short air intake 
which is also a result of naturally aspiration (no turbocharger). 

 

Figure 4. Smoke opacity vs. engine load 

Conclusions 

The results of this study present the very active role of HHO gas in the combustion process 
in terms of reducing soot emissions and favoring performance. This unique gas, produced by 
means of electrolysis of KOH aqueous solution with specially designed electrode and reactor, 
possesses beneficial properties in the context of combustion efficiency such as oxygen content, 
wide combustion range, small quenching distance, monoatomic state, high energy content and 
simple production. The experimental results confirm that HHO gas plays important role in both 
engine performance (bmep) increment and soot reduction at levels of 10.51% and 13.72%, 
respectively. HHO presents promising results as fuel additive and as future work, special designed 
HHO systems can be equipped within diesel transportation vehicles and very low soot levels can 
be achieved along with DPF as well as augmented engine performance. 
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Introduction 

The number of people is increasing rapidly around the world every day. When this rapid 
increase was examined, it was determined in the statement made by the UNFPA United Nations 
(UN) that the world population was around 1 billion at the beginning of the 1800s, and the number 
of people in the world reached 1.5 billion in 1900. It has been stated that in the 2000s, the world 
population increased to approximately 6.1 billion. According to the World Population Forecasts 
Report made by the United Nations (UN) for nowadays; It has been stated that in 2016, the number 
of people around the world was between 7.3 and 7.4 billion, and this figure exceeded approximately 
7.6 billion in 2018 with an annual average increase of 1.09%. In addition, according to the report 
titled "World Population Expectation" in the statement made by the United Nations (UN), the 
world population, which is currently approximately 7.7 billion; will reach 8.6 billion in 2030, 9.1 
billion in 2040, 9.8 billion in 2050, They reported that they estimate it will reach 10.1 billion in 
2060, 10.8 billion in 2080 and 11.2 billion in 2100.  

This population, which is increasing in the world, needs energy as indispensable in every field 
and instant of daily life. It was stated that the amount of energy produced from energy sources in 
the world in 2015 was 24,097.7 TWh, the amount of energy consumption per capita was 1.9 TEP 
and the electricity consumption was 3026 kWh by the IEA. When the most electrical energy 
consumption in the world is examined; China ranks first. Countries such as the USA, Japan and 
Russia follow. Considering our country, as of 2016, electricity generation from primary sources is 
273,387.3 GWh in total, and electricity consumption is 209.22 TWh. Net electricity consumption 
per capita is reported as 2761 kWh (IEA, 2017). In various studies, it is stated that with the increase 
in the number of people around the world, the amount of consumption and production has 
increased. However, the required energy resources are decreasing day by day. Almost all of these 
depleted energy resources are obtained from non-renewable energy sources and they cannot be 
recycled. As non-renewable energy sources; Oil, coal (hard coal, lignite), natural gas are used 
extensively. Considering the world and our country, most of the non-renewable energy resources 
are exhausted, but the search for new energy resources has started. In this quest, the use of 
renewable energy sources such as sun, water, wind, wave, tide, animal and human power, biological 
gases and organic wastes has started to increase day by day. The use of organic wastes and gases as 
a renewable energy source has been among the interesting issues in recent years. The use of waste 
obtained from animal products as an energy source contributes to both a sustainable environment 
and socio-economic terms. Considering animal production Turkey Statistical Institute (TSI), 
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according to the data of 2018, the number of cattle increased by 6.9% year on year in 2018 to 17 
million 221 thousand, sheep and the number of animals increased by 4.1% compared to last year. 
It was stated as 117 thousand million. 

Turkey across the; The amount of meat obtained from 100 million chickens slaughtered is 
174 thousand 483 tons, while the amount obtained from 521 thousand slaughtered turkeys is 4 
thousand 954 kilograms. Although this amount is increasing day by day, the amount of bioenergy 
generated by the increase in the amount of waste obtained also increases. The International Energy 
Agency (IEA) stated that nowadays bioenergy accounts for about 9% of the primary energy supply 
worldwide. In addition, it is among the most important renewable energy sources. It is five times 
higher than wind and solar photovoltaics (PV), even if they use of conventional biomass is 
excluded. Approximately 13 EJ of bioenergy was consumed in 2015, representing approximately 
6% of global heat consumption. In recent years, bioenergy production has increased especially 
rapidly with high policy support in studies conducted (IEA, 2017). According to IEA estimates, it 
has been stated that using bioenergy for a long time will limit the increase of global temperature by 
more than 2 ° C until 2100 and ensure sustainability by reducing its negative effects. 

At the end of the studies carried out by the International Energy Agency (IEA), it has been 
announced that if meeting energy policies and energy needs are like today's conditions, an increase 
of 40% is expected in the required energy need between 2007-2030. In addition, when the energy 
need increase is calculated as 1.5%, it has been stated that while the energy need in 2007 was 12 
billion toe (tons of oil equivalent), this ratio would be 16.8 billion toe in 2030. It is estimated that 
more than 75% of this increasing energy need will be provided from fossil fuels (2017c). It is stated 
that the most emitted gas in the world is CO2 and it accelerates global warming (IPCC, 2018). In 
addition, according to the statement of the IPCC (United Nations global heat exchange panel), it 
was stated that 37 billion tons of carbon dioxide (CO2) gas was released into the atmosphere in 
2018. A significant amount of gases released into the atmosphere are various animal gases. In 
particular, animal manure contains easily degradable organic matter and inorganic components. 
Nitrogen excreted with feces and urine can be transformed into different gases such as nitrate, 
nitrogen monoxide (N2O), nitrogen monoxide (NO) and nitrogen dioxide (NO2) as a result of 
chemical reactions (Tamminga and Verstegen, 1996. Johnson, 1996). In addition, it causes many 
environmental pollutions by infiltrating soil and groundwater (Powers & Angel, 2008). The 
statement made by TSI Given the number of animals belonging to 2016 in Turkey; 14,222,228 
units for cattle, 41,329,232 units for ovine and 333,541,262 units for poultry were reported. Taking 
this amount into consideration, it has been calculated that the energy equivalent of biogas that can 
be produced from animal manure is 130,211.31TJ / year. 

World energy production and consumption 

Worldwide, it has been stated that primary energy production was 13.790 million toe (million 
tons of oil equivalent) in 2015, with an increase of 0.6% compared to 2014 (IEA, 2017). The 
majority of the primary energy production amounts of 2015 worldwide are oil (4416.26 million 
toe), coal (3871.53 million toe), natural gas (2975.71 million toe) from fossil fuels (IEA, 2017). It 
has been stated that the energy produced in the world in 2016 was petroleum sourced with a large 
share of 33.3%. In addition, coal is 28.1%, natural gas is 24.1%, hydraulic energy 6.9%, nuclear 
energy 4.5% and it provided 3.2% of the consumption of renewable energy sources (Turkey 
Petroleum, 2017). The total energy consumption amount in the world at the end of 2016 was 
13,147 billion TEP (ETBK, 2017). Within this consumption amount, the transportation sector 
constitutes one-third of the energy-consuming sector in 2016, and the industry sector is the second 
with a ratio of 31% (IEA, 2017). It reveals that the world population will reach 8.5 billion by 2030 
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and energy supply to 1.5 billion more people will be required (PI, 2017). According to the "Global 
Bioenergy Statistics" report of the WBA, approximately 81% of the total energy used worldwide is 
fossil fuels. Oil ranks first among fossil fuels; coal and natural gas follow in turn (WBA, 2017). 
According to the "World Global Bioenergy Statistics 2017" report published by the WBA, the 
global energy supply increased by 2.2% annually between 2000 and 2014 (WBA, 2017). Coal and 
natural gas were the sources that showed the highest increase with 3.8% and 2.4%. The ratio of 
renewable energy sources in the total energy supply between the same years; rose to 14.1% in 2014 
with an annual increase of 2.8%. In these years, the global nuclear energy supply was the only 
energy source that decreased. In recent years, significant investments have been made in energy 
generation based on renewable energy resources, and in this way, the diversity of energy sources 
has been increased. According to the report of the IEA, the countries with the highest RE supply 
rate in the total primary energy supply in 2014 were Norway, Brazil and New Zealand, respectively. 
According to the report, the countries with the highest BE supply are; It is specified as Brazil, 
Finland, Denmark, Sweden and Austria (IEA, 2017). 

Energy Production and Consumption in Turkey 

Nearly all the energy used in Turkey is met by the primary energy source. Turkey lignite is 
39%, the highest share of primary energy production, the share of 27% followed by a hydraulic, 
share of 8% followed by wind power (ETBK, 2016). Turkey in terms of primary energy sources, 
energy consumption volume is 131.9 million toe in 2015, according to the data of 2016, total 
primary energy consumed 129.27 million toe  (million tons oil equivalent) is calculated as indicated. 
Considering this increased amount, it is estimated that energy consumption in terms of primary 
energy resources will reach 218 million toe in 2023 (MMO, 2018; ETBK, 2016). Turkey's first as a 
source of primary energy consumption is located to the amount of 41.2 million toe petroleum (BP, 
2018). Energy consumption is the industry sector with the largest share, with a ratio of 25% (33,264 
BTEP (thousand tons of equivalent oil). Following the industrial sector, it ranks second in 
residences with a rate of 24.80%, conversion and energy sector is in third place with a share of 
24.60% (ETKB, 2016; MMO, 2018). These amounts are an indication of progress compared to 
previous years. 

Energy Sources 

The energy needs in the world is provided by fossil fuel sources such as coal, oil and natural 
gas. In recent years, renewable energy sources such as hydroelectricity, biomass, wind and solar 
energy have been used. Biomass, one of the renewable energy sources, is used in energy technology 
by directly burning the biomass or by increasing the fuel quality through various processes and 
obtaining alternative biofuels (easily transportable, storable and usable fuels) with equivalent 
properties to existing fuels. Waste biomass (animal manure, forest and agricultural waste, 
municipality waste, etc.) traditionally used in cooking or heating in many parts of the world. 
Biomass resources are products that can be used directly as fuel, are very suitable and have high 
potential for biogas, biocarbon and biodiesel production (ADSYB, 2011). 

Energy Sources by Usage 

According to their use, energy sources are divided into two as renewable and non-renewable 
energy sources. Non-renewable (Consumable, Conventional) energy sources are energy resources 
that are predicted to be exhausted in the short future since they are used once and consumed, and 
are divided into fossil sources (coal, oil, natural gas) and nuclear energy sources (uranium and 
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thorium). Renewable energy sources are resources that can remain without being exhausted and 
renew themselves (Koç, 2015). Renewable energy sources can be classified as hydraulic, solar, 
biomass, wind, geothermal, wave, hydrogen (Akaydın, 2005). 

Renewable energy sources 

As a result of the rapid depletion of fossil fuels worldwide; The use of renewable energy 
resources has become important (Kumbur et al., 2005). Since renewable energy sources are 
sustainable due to their continuity, their use is increasing rapidly in many countries. 

It is accepted that it will be the most important energy source in the 21st century if the 
existing technical and economic problems are solved (Kumbur et al., 2005). Renewable energy is 
defined as "the energy source that can renew itself at a rate equal to the energy taken from the 
energy source or faster than the depletion rate of the resource" (Akaydın, 2005). According to Uyar 
(2004), renewable energy is defined as "the energy source that can be present the next day in 
nature's own evolution. Renewable energies have no risks of running out like other types of energy 
(coal, oil, natural gas, etc.), they are endless. In addition, the advantage of renewable energy sources 
over fossil fuels is that they do not pollute the environment and are friendly to nature and living 
creatures. However, it also has disadvantages. Geographically they are not ubiquitous; Also, since 
they are not intense forms of energy, they must be collected from large areas. However, the biggest 
obstacles to faster development are that those other than hydro and wind are expensive for now, 
as well as the slow response of current energy production and consumption systems to changes 
(Altın, 2002). Renewable energy sources; 

• Solar energy 

• Wind power 

• Geothermal energy, 

• Biomass energy 

• Ocean energy 

• Hydro energy 

• Hydrogen energy 

 

Relationship between Turkey and the World Renewable Energy Sources 

Renewable energy has an important place in electricity generation in the world. 23.7% of 
total global electricity generation is obtained from renewable sources. 16.6% of this ratio is obtained 
from hydroelectric power plants, 3.7% from wind, 2% from bioenergy, 1% from photovoltaic solar 
systems and 0.4% from geothermal and other renewable energy sources. In addition, by increasing 
the capacities of existing renewable energy resources used in the world, the share of these resources 
in electrical energy generation reaches at least 30%. 
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• China is among the countries benefiting the most from renewable energy in the world with 
647 GW. While it is 2195 GW in the world in terms of renewable electricity power capacity; It has 
been identified as 39 GW in Turkey (REN21, 2018). 

• In Turkey biogas animal, vegetable and agricultural resources with waste oil (as a direct 
burning and methane) are provided. The total installed capacity of biomass obtained from these 
sources in 2017 is 634 MW (MMO 2018). 

• Provided a total of 2796.6 GWh of electricity from biomass in 2017 in Turkey. According 
to the resulting production quantities, Turkey's 2023 target of biomass is estimated to be 1000 MW 
(MENR 2018). 

• Turkey's total of 303.2 tons of agricultural waste 15336.035 PJ (Petajoule A) has a calorific 
value. The total amount of waste, whose source is forest, is 4,800,000 tons (1.5 million TEP) and 
the gasification capacity that can be established has been calculated as 600 MW (MENR, 2016). 

Renewable Energy Law Purpose and Scope 

The law on the use of renewable energy sources for electrical energy production (law no. 
5346) provides information about its purpose and scope in the first and second articles. 

ARTICLE 1. - Purpose of this Law; extending the use of renewable energy resources for 
electrical energy production, bringing these resources to the economy in a reliable, economic and 
quality manner, increasing resource diversity, reducing greenhouse gas emissions, utilizing wastes, 
protecting the environment and developing the manufacturing sector needed to achieve these 
objectives. 

ARTICLE 2. - This Law; it covers the procedures and principles regarding the protection of 
renewable energy resource areas, the certification of the electrical energy obtained from these 
resources and the use of these resources. 

Benefits of biogas production 

Animal wastes are kept directly or under natural conditions for a certain period of time then 
it is thrown into the environment. Animal wastes are thrown into the environment increase the 
amount of emission gas in the atmosphere, causing various environmental pollution, diseases and 
global warming (Abdeshahian et al., 2016; Yokuş and President Avcıoğlu 2012). 

 

• Reducing odors spreading to the environment 

• Reduction of microbial pathogens 

• Burning methane gas to CO2 

• Ensuring the recovery of waste materials 

• To provide industrial recycling 

• Economic gain in electricity and heat generation 
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• Prevention of increasing the amount of various emission gases in the atmosphere 

• To use as a renewable energy source 

• Prevents various environmental pollution such as air, soil and water 

• After biogas production, wastes do not disappear, moreover, they turn into a much 
more valuable organic fertilizer (Çanka Kılıç 2011; Yürük and Erdoğmuş 2015; 
Holm-Nielsen et al., 2009). 

• Germination loss of weed seeds that can be found in animal manure as a result of 
biogas production 

• It ensures that production becomes profitable by preventing economic losses in 
production (Anonymous 2017a). 

• It decreases foreign dependency in energy, ie energy import. 

• It contributes to the socio-economic development of the rural area and the 
development of the industry. 

• Acid rains, open mines, oil spills, radioactive destruction. 

• It can be used in current technologies used to burn fossil fuels or in power plants 
that generate electricity. 

Biogas Production and inter-sectoral relationship 

In developed and developing countries; With the rapidly developing technology, the use of 
fossil fuels has led to an increase in economic competition. Accordingly, the search for alternative 
energy production has begun. In recent years, biogas production has attracted attention as an 
alternative energy source in the world and in our country. Especially the use of biogas energy; to 
transform the various waste and unused products created by the sectors into products they can 
utilize into a sustainable and low-cost energy source. In our country, there is the livestock sector, 
which has an important place of 85% of the waste materials used for biogas production (Türe et 
al., 199; Demirbaş, 2001). Biogas obtained from animal sources; produced as a result of anaerobic 
degradation of organic compounds resulting from the biological activity of animals (Pizzuti et al., 
2016); It is a flammable, colorless gas mixture with high heat value, and the fermentation period 
varies depending on the component content (Altıkat and Çelik 2012; Kadam and Penwar 2017). In 
biogas, methane (CH4) 45-75% and carbon dioxide (CO2) 25-55%, water vapor (H2O), hydrogen 
sulfide (H2S), nitrogen (N2) 0-25%, oxygen (O2) 0.01-5% and as a trace component, it consists of 
a mixture of gases such as hydrogen (H2), carbon monoxide (CO) and ammonia (NH3) (Pizzuti et 
al., 2016; Chen et al., 2017). 

 

Relationship between animal production and biogas production 

Biogas (biomethane); In the livestock sector, feces and various animal wastes obtained from 
poultry, bovine and sheep and goat breeding are sources of organic matter in biogas. The mixture 
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of methane, carbon dioxide, water vapor, hydrogen sulfide, ammonia, nitrogen and hydrogen 
released as a result of the fermentation of these organic substances forms the basis of biogas 
(Horuz, 2015; Doğanay & Coşkun, 2017). The very low calorific value of animal wastes has made 
it among the most demanded organic substances for biogas production. In developed countries, in 
small and medium-sized livestock farms, biogas is obtained by anaerobic degradation of feces and 
animal wastes. In addition, this biogas obtained is used to meet the energy needs of the enterprise. 
Biogas obtained in integrated enterprises is used in enterprises and the surplus is converted into 
electrical energy and sold (Doğanay & Coşkun, 2017, Kılıç, 2011). 

Historical development of Biogas Production and its place in the World 

Biogas energy resources vary according to the geographical locations, climates and vegetation 
of the countries. Therefore, there is more than one definition of biomass and biogas. In Turkey, 
according to Law No. 5346 are defined as follows. In the "Law on the Use of Renewable Energy 
Resources for the Purpose of Generating Electrical Energy"; “Biomass; In addition to urban 
wastes, vegetable oil wastes, resources obtained from agricultural and forestry products, including 
agricultural harvest wastes, and by-products resulting from the processing of these products and 
waste tires, and industrial waste sludge and treatment sludge ”(TC Official Gazette, 2005: 25819). 

Obtaining Biogas from Animal Wastes 

Worldwide, 18% of the emission gas amount is produced from waste materials obtained by 
livestock farms (Thamsiriroj and Murphy 2013). These waste materials have a solid content of 10-
30% and are obtained from farm animals such as cattle, sheep, goats, chickens and are used for 
biogas production (Thamsiriroj and Murphy 2013). In addition, it provides suitable conditions for 
the development of anaerobic microorganisms due to its 25: 1 carbon-nitrogen ratio and rich and 
diverse nutrient content (Thamsiriroj and Murphy 2013). Most of the biogas production worldwide 
is obtained from bovine manure. Due to its high water and fiber content, an average of 10-20 m3 
of methane gas per ton is obtained from dairy cattle manure that undergoes anaerobic digestion 
(Maranon et al.2012). On the other hand, sheep and goat manure; Although a longer hydraulic 
holding period is needed for anaerobic decomposition compared to poultry and cattle manure, 
biogas production is less (Cestonaro et al., 2015). Poultry manure is a valuable source of energy 
production containing higher biodegradable organic matter than other species (Bujoczek et al., 
2000). A chicken produces 80-125 grams of wet manure daily. 20-25% of this is solid matter, 55-
65% of solid matter is volatile solids. The high nitrogen content of poultry manure makes anaerobic 
decomposition difficult (Abouelenien et al., 2009). 

Calculating the Amount of Biogas to be Obtained from Animal Wastes 

The average daily amount of manure in farm animals varies depending on the species and 
breed per animal. Considering the average daily amount of manure for bovine animals, 5-6% of 
the live weight, an average of 10-20 kg/day (age) of manure is applied per day. In sheep and goats, 
4-5% of the live weight is accepted and an average of 2kg (wet) / manure per day is obtained. For 
chickens, 3-4% of the average daily live weight is accepted and 0.08-0.1 kg of manure is used per 
day (Berkes et al., 1993). The average annual amount of wet fertilizer per animal is 3.6 tons from 
cattle, 0.7 tons/year for ovine and 0.022 tons/year from poultry. When these values are taken into 
consideration, it is stated that 33 m3 / year of biogas is produced from one ton of cattle manure, 
58 m3 / year from sheep manure and 78 m3 / year from poultry manure. (Berkes et al., 1993). 
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Biogas has the highest fuel value, methane gas. The calorific value of methane gas varies between 
17-25 MJ / m3. 

• Value of 1 m3 of biogas in terms of electrical energy; 1 m3 of biogas is 4.70 kWh of energy 
(Bilir et al. 1983). While the biogas operates a wick lamp equivalent to 1 m3, 60 W for 7 hours, it 
provides the energy required for a family of 4 to cook three meals and work of a 300-liter 
refrigerator for 3 hours (Gülen and Çeşmeli 2012). 

• The amount of heat produced from 1 m3 of biogas is equivalent to the amount of heat 
generated from 0.63 liters of natural gas, 3.47 kg of wood, 0.43 kg of LPG and 0.8 liters of gasoline 
(Eryılmaz et al., 2015).  

• When the calorific value of 1 m3 of biogas is considered as 4700-5700 kcal / m3, the energy 
value of the amount of heat generated is the equivalent energy provided by 0.43 kg butane gas, 0.62 
liter kerosene, 1.46 kg charcoal, 12.3 kg thresher and 4.70 kWh electricity (Arıkan 2008). 

• It has been stated that the energy of 1 m3 of biogas evolves into the energy required to run 
a 60-100 watt light bulb for 6 hours, a 1 horsepower engine for 2 hours, 0.7 kg crude oil and 1.25 
kWh electrical energy (Demirer 2005). 

• Equivalent fuel amount of 1 m3 of biogas; It is equal to 0.66 liters of diesel fuel, 0.25 m3 
propane, 0.2 m3 butane and 0.85 kg coal (Anonymous 2017a). 

Some Worldwide Studies 

With the depletion of non-renewable energy sources, studies on renewable energy sources 
have rapidly gained importance in the worldwide study. Especially in recent studies, the importance 
of animal waste residues has increased. In Croatia, Tominac et al. (2020) examined biogas 
production. Examined the amount of biogas produced from waste from cattle, pigs and poultry. 
In the study, it was stated that the generated energy representing 12.5% of the small and large-scale 
biogas plants they dealt with in 2018 was 316.5 GWh. It has been stated that 50-60% of this 
produced energy is obtained from bovine manure and the rest is obtained from pigs and poultry 
(HROTE; 2018). In addition, 10% of the annual average of total electricity generation from biogas 
power plants in the last 5 years (2014-2018) has been stated (HROTE; 2018). Abdeshahian et al. 
(2016), in their study in Malaysia, used gases (methane (60%) and carbon dioxide (35-40%)) 
resulting from the digestion of anaerobic bacteria, waste materials and organic products obtained 
from slaughterhouses to produce biogas.  At the end of the study, they stated that 4589.49 million 
m m3 of biogas is produced annually and 8.27 × 109 kWh of electricity can be produced from 
animal waste. In their study, Noorollahi et al. (2015) examined the production of biogas from 
animal manure in the provinces of Sistan-Balochistan and Ilam in Iran, with their volumes and 
natural gas consumption with the GIS database. In the study, Sistan-Balochistan 33.3% and Ilam 
9%) proved that the states also have the highest priority in the production of biogas from animal 
waste with their annual gas consumption levels. As a result, they stated that biogas production from 
living wastes could potentially provide some of the country's natural gas demand. Production of 
the amount of biogas obtained from Iran's slaughterhouse wastes after the slaughter was 
determined to be 54 million m3 in 2011 (Afazeli et al.2014). When the annual amount of biogas 
obtained from cattle manure in Finland, Switzerland and Denmark is calculated as minimum and 
maximum, it is 197.6x103-438x103 respectively; 214.1x103-462x103 and 242.2 x103-509x103 m3 / 
year (Luostarinen 2013). 
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Adeotia et al. (2014) examined the effect of using Nigerian animal manure as biogas on 
climate change. In the study, it was stated that the use of animal manure as biogas reduces annual 
emissions of 683,600 tons, thus reducing climate changes and being used as a renewable energy 
source. Masse et al. (2011) stated that an average of 0.30, 0.25 and 0.48 L / g volatile solid biogas 
was produced by anaerobic digestion from pigs, cattle and poultry. They stated that the produced 
biogas contains high-quality CH 60-80% concentration and it provides long-term storage by 
precipitating up to 25% in bioreactors. In addition, the use of animal manure as biogas reduces the 
need for additional chemical N and P fertilizers in the raw manure by precipitating and 
concentrating P up to 20% in the bioreactor, reducing the risk of water pollution by providing 
0.80-0.90 soluble oxygen demand. It has been stated that it eliminates pathogens and parasites and 
contributes to the improvement of working areas in rural areas by reducing odor emissions by 70-
95% resulting from anaerobic digestion. In a study conducted in facilities with 120 MW electricity 
production capacity established in cattle farms in Ontario, it was stated that changes in the amount 
of raw materials have an effect of 10-80% on biogas yield (White et al. 2011).  In a study conducted 
in India, it was stated that 40,734 m m3 / year from industrial animal wastes and 25,700 MW of 
energy value of biogas were produced annually (Rao et al. 2010). In a study conducted in Japan, 
the amount of biogas obtained from animal manure was examined in a 60 m3 thermophilic reactor 
and it was concluded that the produced biogas could be used for electricity generation in a 
generator with 15 kW power (Aoki et al. 2006). Axaopoulos and Panagakis (2003) investigated the 
possibility of meeting annual space heating requirements by methane produced using a solar-
assisted anaerobic design on a pig farm. In the study, the heat requirement of the indoor 
environment was provided by using the methane simulation algorithm (while the simulation is used 
to estimate the temperature and relative humidity) produced by solar-assisted anaerobic bacteria. 
At the end of the study, they determined that the methane produced by solar-assisted anaerobic 
bacteria completely meets the annual space heating requirements of both different regions and can 
be used to a large extent. 

Some of Turkey in General Studies 

Studies on biogas in our country started in the 80's and started to increase significantly 
especially in the 2000s. Biogas production has become important in cattle, ovine and poultry 
breeding (Arıkan 2008). In studies conducted in our country, it has been stated that the average 
value of biogas energy produced from animal wastes is between 3 and 3.5 billion m3 / year (Arıkan 
2008). Based on the total number of chickens obtained from TUIK 2009 data, it has been 
determined that the amount of biogas to be produced is 390 million m3 (Onurbaş and Türker 2013). 
Bulut and Cambaz (2019), in their study in Sivas, bovine animals (BBH); cattle (native-culture-
hybrid), buffalo, ovine (KBH); sheep, goats and poultry (KH); By determining the number of laying 
hens, ducks, turkeys and geese, they calculated the potential amount of biogas to be obtained from 
animal waste by considering the potential of live animals. The work they have done, Turkey 
Statistical Institute (TUIK) 2015 and 2016 data are taken into account. The total number of BBH, 
CKD and KH in Sivas is 1247579 and 1411715, respectively, for the years 2015 and 2016, the 
annual fertilizer amount to be obtained from them is 1216494 tons/year and 991411 tons/year, 
respectively, for the years 2015 and 2016, and the annual biogas production is 48880922. m3 / year 
and 52391785 m3 / year. They stated that the amount of energy obtained from wastes was 229.7 
GWh for 2015 and 246.2 GWh for 2016. In addition, considering the annual electricity production 
of Sivas as 3764 GWh, they concluded that 6.5% of the annual electricity need of Sivas can be met 
with the energy to be obtained from BBH, KBH and KH wastes. 

In the study carried out by Taşova (2018) for a small cattle animal production enterprise, the 
amount of biogas (m³ / year) that can be produced from the average amount of dry matter 
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(ton/year) that can be obtained from the annual wet waste materials (ton/year) and the heat to be 
obtained from biogas production ( GJ / m³.year) and electrical energy (kWh / year) were calculated. 
At the end of the study, she stated that an annual average of 350 tons of wet waste, 117 tons of dry 
matter, 6760 m3 of biogas, 147 GJ / m3 heat energy, 31772 kWh electrical energy is produced. Senol 
et al. (2017), in their study on obtaining biogas from organic wastes in Ankara, reported that the 
amount of biogas obtained from animal wastes per day is 277,348 m3 / day. In the study conducted 
in Çanakkale, it was stated that a total of 96,934,753 m³ of biogas can be obtained annually, 
considering the numbers of bovine, ovine and poultry and the amount of fertilizers of these animals 
(Ilgar 2016). Aktaş et al. (2015), in their study on biogas production obtained from total animal 
waste annually in Tekirdağ province, stated that approximately 30 million m3 of methane gas is 
obtained annually and that approximately 119 million kWh of electrical energy is produced 
annually.  For the energy produced, a biogas facility was established in Malkara District (5 MW), 
Hayrabolu District (2.5 MW) and Central District (2 MW), and it was stated that it brought 
respectively of a net income 14 million, 7 million, and 5 million TL. In the study conducted by 
considering the province of Muş and its districts, when the daily gas production amounts were 
examined, it was found as 228.529 m3 / day in the Center, 183,118 m3 / day in Varto, and 129.046 
m3 / day in Bulanik (Çağlayan and Koçer 2014). In the study conducted in Tokat in 2014, it was 
reported that the amount of biogas obtained from animal waste in one day was 301.434 m3 / day 
and the amount of electrical energy was 502.390 kWh / day (Avan 2014). It has been determined 
that the annual amount of biogas energy produced in Iğdır is 21,441 million m3 (Altıkat and Çelik 
2012). According to the result of a study conducted in Elazig, it was stated that the electrical energy 
income to be produced from biogas obtained from animal waste per day is approximately 74 billion 
TL (Akbulut and Dikici 2004). 

Results  

As a result of the studies carried out in the world and in our country, the use of renewable 
energy sources instead of non-renewable energy sources should become more widespread due to 
the fact that fossil fuels such as coal, petroleum and natural gas are becoming exhausted with the 
increasing population. Production and consumption have increased rapidly in many countries 
around the world, especially in recent years, due to its sustainability. As renewable energy sources; 
solar energy, wind energy, geothermal energy, biomass energy, ocean energy, hydro energy, 
hydrogen energy. Biogas obtained from biomass energy within these contains methane, carbon 
dioxide, water vapor, hydrogen sulfide, ammonia, nitrogen and hydrogen released as a result of the 
fermentation of organic substances. Especially in the livestock sector, feces and various animal 
wastes obtained from poultry, bovine and ovine breeding are sources of organic matter in biogas. 
The wastes obtained from these sources were directly released to nature in previous years. 
Accordingly, environmental pollution, diseases, and the amount of emission gas in the atmosphere 
increase and cause global warming. The use of animal wastes as biogas reduces the effects of these 
problems and meets a certain part of the amount of electricity needed. The manure obtained as a 
result of biogas production loses the germination of weeds and the pungent odor of animal manure 
decreases. Organic waste materials obtained from animal wastes are converted into biogas and used 
both in the production of electrical energy and the transformation of waste materials into more 
valuable organic fertilizers is provided. In this study, biogas electricity production, the benefits of 
electricity generation with biogas, biogas and across the world are given the value of the electricity 
production in Turkey. Electric energy production with biogas creates a market share for itself and 
contributes to the national and world economy. 
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Introduction 

Organic compounds (organic acids, amino acids, sugars, phenolic acids, flavonoids, enzymes, 
vitamins, proteins, carbohydrates, lipids, humic substances, etc.) are the ingredients that make up 
the ecosystem, which takes on important tasks in the biotic and abiotic conditions of the ecosystem. 
They are secreted directly by plants or can also occur when dead animal and plant residuals rot and 
disintegrate. Organic acids, phenolic substances, amino acids increasing the solubility of plant 
nutrients, and polysaccharide, sugar contributing to root development are continuously secreted by 
plant roots in the soil.  Organic compounds are transformed into amino acids, proteins, amino 
sugars, and other organic N-containing compounds, organic phosphate group compounds such as 
inositol phosphates, nucleic acids, and phospholipids, sulfur, zinc-containing substances by 
microscopic creatures such as bacteria, fungus, protozoa, algae, arbuscular mycorrhizal fungi 
(AMF) and rhizobacteria in the rhizosphere layer, which are under the direct influence of plant 
roots in the soil, thus, they form microbial tissues through mineralization to make it beneficial for 
plants. Microscopic creatures in this rhizosphere produce microbial organic compounds (mOC) 
thanks to their microbial metabolic functions using plant root secretions such as mucilage and 
flavonoids which increase plant root development.  

Due to rapidly developing climate change, plants are more frequently exposed to stresses of 
both abiotic and biotic origin, including unpredictable and extreme exposure to climate events, 
changes in plant physiology, growth season, and plant health hazard. Plants have evolved with 
microbial common life, which is involved in the main functions in both the ecosystem and plant 
development. Taking advantage of this symbiotic interaction to improve plant performance and 
productivity, especially under stress due to climate changes, microbial creatures include beneficial 
fungi, yeasts, and eubacteria that share the ability to improve plant nutrition, growth, productivity, 
and stress tolerance. 

The plant rhizosphere is the closest soil to the plant root system, where plant roots release 
large amounts of metabolites. These metabolites act as chemical signals for motile bacteria to move 
to the plant root surface. Some bacteria that live in this area can colonize very efficiently in the 
roots of plants or in the rhizosphere soil. These bacteria are called rhizobacteria plant growth-

promoting rhizobacteria (PGPR) (Nihorimbere & et al., 2011) and are microbial biostimulants. 
PGPRs are multifunctional and affect all aspects of plant life: nutrition and growth, morphogenesis 
and development, response to biotic and abiotic stress, and interactions with other organisms in 
the agroecosystems (Du Jardin, 2015).  Rhizobacteria that promote plant development is effective 
directly in the supply of nitrogen, phosphorus, and essential minerals and indirectly in the 

 
1 Sivaslı Vocational School, Department of Crop and Animal Production, Programme of Medical and Aromatic Plants, 
Uşak University, Uşak, Turkey 
2 Fethiye Ali Sıtkı Mefharet Koçman Vocational School, Department of Crop and Animal Production, Organic Farming 
Programme, Muğla Sıtkı Koçman University, Muğla, Turkey 
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production of antibiotics and antifungal metabolites, and in facilitating plant growth by reducing 

the inhibitory effects of various pathogens on plant development (Ahemad & Kibret 2014) (Table 
1).  

 Table 1: Microbial organic compounds (mOC), their origin and mechanisms of action  

Microbial organic 
compound (mOC) 

mOC source Mechanism of 
action 

Reference 

2-methylbutyric acid, 
2-heptanone and 
isopentyl acetate 

Bacillus subtilis Antifungal against C. 
lunata 

Xie & et al., 
2020 

benzothiazole phenol 
and 2,3,6-trimethyl-
phenol 

Bacillus 
amyloliquefaciens NJN-6 

Antifungal against 
Fusarium 
oxysporum 

Yuan & et al., 
2012 

 2,5-
dimethylpyrazine and 
benzothiazole 

B. velezensis ZSY-1  Antifungal against 
Alternaria solani 
and Botrytis cinerea 

Gao & et al., 
2017 

Microbial VOC Bacillus subtilis  Increasing plant 
growth-root 
development 

Bavaresco & et 
al.,2020 

Microbial VOC Bacillus subtilis GB03 and B. 
amyloquefaciens IN937a 

Erwinia carotovora 
Suppression 

Castro & et al., 
2009 

Microbial VOC B. subtilis GB03 Tolerance to abiotic 
stress 

Phytohormones Rhizosfer microorganism Promoting plant 
growth and 
development 

Microbial VOC Serratia plymuthica and 
Fusarium culmorum 

Effecting Fe, Zn, Cu 
and Mo content in 
the plant 

Sánchez & et 
al.,2020 

Microbial VOC Trichoderma asperellum T1 Inhibiting 
Corynespora 
cassiicola and 
Curvularia aeria  

Wonglom  et 
al., 2020 

Microbial VOC Trichoderma asperellum T1 Supporting plant 
growth 

 

Microbial organic compounds (mOC) formed as a result of microbial activity after the use 
of PGPR as a plant biostimulant cause many positive effects that promote plant development. In 
general, root bacteria such as Acinetobacter, Achromobacter, Aereobacter, Agrobacterium, Alcaligenes, 
Artrobacter, Azospirillum, Serratia, Bacillus, Burkholderia, Enterobacter, Erwinia, Flavobacterium, Micrococcus, 
Pseudomonas, Rhizobium, and Xanthomonas can be examples of PGPRs that make organic compounds 
useful to the plant as a result of microbial activity. Species included in Arthrobacter, Azoarcus, 
Azospirillum, Azotobacter, Bacillus, Burkholderia, Enterobacter, Klebsiella, Pseudomonas, Serratia, and 
Rhizobia families increase the development and yield of important cultivated plants (Burdman, 

Jurkevitch & Okon, 2000). 

https://annalsmicrobiology.biomedcentral.com/articles/10.1186/s13213-020-01553-0#ref-CR10
https://link.springer.com/article/10.1007/s40626-020-00173-y#auth-1
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Most rhizobacteria feed on the root zone without affecting plants, converting organic 
compounds into microbial compounds. As a result of some bacterial-plant interactions, PGPR can 
induce the plant defense system to cope with various biotic stresses.  The characteristic feature of 
induced systemic resistance (ISR) is that it provides stimulation of defense mechanisms during the 
attack by pathogens or insect herbivores. Generally, induced resistance provides enhanced 
defensive strength against a wide range of pathogens. This resistance is controlled by signaling 
pathways directed by the interrelated plant hormones. Induced resistance has broad-spectrum 
effectiveness on the basis of faster and stronger initiation of the basic defense system of plants, 
enabling plants to respond more efficiently under stress conditions.  The plant's induced resistance 
state is regulated by plant hormones such as jasmonic acid (JA), salicylic acid (SA), and ethylene 

(ET) hormonları tarafından düzenlenir (Panpatte, Jhala  & Vyas, 2020).  

To get regular yields in vegetable production in soil with N and P deficiency, the use of 
microbial biostimulants such as plant growth-promoting rhizobacteria (PGPR) and arbuscular 
mycorhizal fungi (AMF) against abiotic stress factors such as extreme temperatures, drought, and 

salinity is effective (Rouphael & Colla 2020). 

  Salinity in the soil causes the loss of natural plant populations, destroys ecosystem diversity, 
reduces crop products, accelerates the process of soil degradation. Arbuscular mycorrhizal fungi 
(AMF) and plant-growth supporting rhizobacteria (PGPR), which are directly related and beneficial 
to plant roots, increase the efficiency of microbial compounds and promote the growth of host 
glycophytes under salt stress. Thus, it can increase the salt tolerance of the plant by regulating root 
morphology, root-body communication, increasing nutrient intake, maintaining ion balance, 

reducing oxidant damage, and increasing photosynthetic capacity (Pan & et al.,  2020). 

Secondary metabolites play an important role in the plant's defensive response. They produce 
plant defense mechanisms against biotic stress by providing plants with antimicrobial and 
antioxidant defense systems. In higher plants, most secondary metabolites accumulate as 
glycoconjugates. Glycosylation is one of the most common modifications of secondary metabolites 
and is carried out by enzymes called glycosyltransferase. A study reported that Twi1 
glycosyltransferase in Twi1-silenced transgenic tomato plants regulates the levels of Quercetin and 

kaempferol and provides plant resistance to pathogen-induced infection (Campos & et al., 2019).  

Rhizobacteria (PGPR), which promotes plant growth, provides resistance to plant stress and 
plant disease through volatile organic compound (VOC) emissions. Again, PGPRs prevent 
diseases by stimulating defensive compounds in plants (Sangiorgio & et al., 2020). Some 
flavonoids and secondary metabolites act as biochemical and molecular determinants for 
microbial bacteria (Valle & et al., 2020). Therefore, it is of great importance in various microbial 
activities such as nutrient formation, assimilation, and carbon uptake.  

Molecules such as flavonoids, coumarins, and other organic compounds in stressed plants 

are considered plant signals that shape host microbiomes (Liu & et al., 2020). As a result of the 
production and secretion of chemicals that act as allelochemicals and signals by plants, competition 
occurs between plants, plants struggle against weeds and disease factors, and microbial activity 
increases (Kai, 2019). 

Metabolites produced by Trichoderma increase plant growth (Benitez & et al., 2004). 
Secondary metabolites produced by Trichoderma isolates can act as auxin-like compounds (Kleifeld 

& Chet 1992). 

https://www.sciencedirect.com/science/article/pii/B9780128184691000110?via%3Dihub#!
https://www.sciencedirect.com/science/article/pii/B9780128184691000110?via%3Dihub#!
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Herbaspirillum seropedicae is an endophytic bacterium that forms a relationship with various 
plants, such as rice, corn, and sugarcane, and can significantly increase plant growth. H. seropedicae 
produces polyhydroxy butyrate (PHB), which is stored in the form of insoluble granules. PHB 

promotes bacterial root colonization or plant growth (Alves & et al., 2019).  

Rhizobacteria can produce different types of phytohormones, including auxins, cytokines, 
gibberellins, ethylene, and abscisic acid, which facilitate different growth processes including cell 

expansion and cell and stem elongation in plants (Kaur, Kaur & Gera, 2016). 

Phytohormones control various stages of plant growth and development. The most 
important phytohormones are auxins, gibberellins, cytokinins, ethylene, and abscisic acid, and 
rhizosphere bacteria have the potential to produce these hormones. Phytohormones, especially 
auxins, control various stages of plant growth and development, such as cell elongation, cell 
division, and tissue differentiation. Auxin (indole-3-acetic acid (IAA)) is an important 

phytohormone produced by several PGPR strains (Amara, Khalid & Hayat, 2015).  

Species belonging to Azotobacter and Azospirillum are the most commonly used species in 
agricultural experimentations. Several strains of this genus are important strains as they also 
increase plant growth by producing phytohormones, including indole-3-acetic acid, gibberellic acid, 
and cytokinins, along with nitrogen fixation. Azotobacter chroococcum and Azospirillum brasilense have 

caused significant increases in crop yields, especially in cereals (Oberson & et al., 2013). 

About 80% of the bacterial flora in the rhizosphere produces indole-3-acetic acid (IAA) 

(Meena & et al., 2017). PGPRs that are capable of producing IAA include Rhizobium, Pantoea 
agglomerans, Brady rhizobium, Agrobacterium tumefaciens, Pseudomonas syringae, Bacillus subtilis, Bacillus 

megaterium and Bacillus licheniformis (Tabassum & et al., 2017). Low levels of IAA produced by a 
bacterium in the rhizosphere promote root elongation, while high levels lead to the formation of 

lateral and irregular roots, causing developmental abnormalities (Bal & et al., 2013) 

Cytokinins are plant hormones that stimulate cell division, growth, and tissue expansion in 
plants as well as modulate stomatal conductivity. Although less researched, bacterial production of 

cytokinins has been well established (Selvakumar & et al., 2016). Species of Pseudomonas, Proteus, 
Azospirillum, Bacillus, Escherichia, Klebsiella and Xanthomonas have been reported to have the potential 

to produce cytokinin (Castillo & et al., 2015). 

Studies have shown that plants with gibberellin-producing bacteria in their rhizosphere have 
better growth rates. Only seven bacterial species have been reported for gibberellin-producing 

PGPR (Lisitskaya & Trosheva 2013).  Gibberellins stimulate seed germination, seedling formation, 
stem and leaf growth, flower induction, and flower and fruit growth. Gibberellins are also involved 
in promoting root growth, root hair abundance, inhibiting flower bud differentiation in woody 
angiosperms, regulating vegetative and reproductive bud dormancy, and delay of senescence in 
many organs of a range of plant species, and they are synthesized by Acetobacter diazotrophicus, 

Herbaspirillum seropedicae and Azospirillum sp. (Bottini, Cassán  & Piccoli, 2004). 

Burkholderia, Promicromonospora, Acinetobacter, and Pseudomonas spp. strains have been described 
as rhizobacteria (PGPR), which promotes plant growth and can produce active gibberellins. These 
bacteria can increase plant growth in drought and salinity conditions when inoculated against some 

horticultural plants (Sangiorgio & et al.,  2020). 

https://www.sciencedirect.com/science/article/pii/S0929139316305479?casa_token=CAbTBVOESEgAAAAA:yLJnKikGGiGIZAgCwT9iU79mnhnT9YLSI_kEwTsLAv7OgPMyMQ5mWgaF3PjyzFRnUS6PvmQyOQ#bib0535
https://www.tandfonline.com/doi/full/10.1080/23311932.2015.1127500
https://www.sciencedirect.com/science/article/pii/S0929139316305479?casa_token=CAbTBVOESEgAAAAA:yLJnKikGGiGIZAgCwT9iU79mnhnT9YLSI_kEwTsLAv7OgPMyMQ5mWgaF3PjyzFRnUS6PvmQyOQ#bib0155
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Bacteria of Bacillus genus produce a wide range of antibiotics. Bacillomycin D, Bacillomycin 

and fengycin, and Iturin A antibiotics are produced by Bacillus subtilis AU195 (Moyne & et al., 2001), 

Bacillus amyloliquefaciens FZB42 (Koumoutsi & et al., 2004), and B. subtilis QST713 (Kloepper, 

Ryu & Zhang, 2004), respectively. Antibiotics produced by Pseudomonas species are 2,4 Diacetyl 
Phloroglucinol (DAPG), Phenazine-1-carboxylic acid (PCA), and Phenazine-1-carboxamide 

(PCN) (Harman & et al., 2004). 

PGPR produces and secretes various hydrolytic enzymes, such as cellulases, pectinases, 
proteases, catalases, and chitinases. The activities of these enzymes related to defense against 

various phytopathogens have been proven (Hao & et al., 2017). Cell wall disrupting enzymes such 
as β-1,3-glucanase, chitinase, cellulase, and protease secreted by biocontrol strains of PGPR have 
a direct inhibitory effect on the hyphal development of fungal pathogens by disrupting cell walls. 
β-1,3-glucanase synthesized by Paenibacillus and Streptomyces spp. strains can easily disrupt 

pathogenic fungal cell walls (Singh & et al.,  1999). 

Ethylene is a very important plant signal molecule and has a positive and important role in 
many plant functions. However, in some stress conditions, an excessive increase in ethylene 
molecules occurs and causes the plant to stop developing. The enzyme ACC-deaminase, which 

inhibits excess ethylene production by breaking down ethylene (Vejan & et al., 2016) and is 
produced by microorganisms, has been associated with drought stress (Glick, 2014). 

Bacteria that can make the solubilization of P convert insoluble P to Ionic P and low 
molecular weight organic microbial P, making it useful to the plant. Thus, P acts as energy in the 
transport of plant nutrients. In addition, the contribution of P to photosynthesis formation, 
nitrogen fixation, yield increase, root development, rapid generative development, and disease 
resistance is high.  

Azospirillum, Azotobacter, Bacillus, Beijerinckia, Burkholderia, Enterobacter, Envinia, 
Flavobacterium, Microbacterium, Pseudomonas, Rhizobium, and Serratia are the most important 
phosphate solvent bacteria. Rhizobacteria can dissolve inorganic P sources and increase the growth 

and yield of plants (Bhattacharyya & Jha 2012; Li & et al., 2020). Strains from the genus 
Pseudomonas, Bacillus, and Rhizobium are among the strongest phosphate solvents. Rhizobium 
leguminosarum, Rhizobium meliloti, and Bacillus firmus are bacteria that produce 2-ketogluconic 

acid that can dissolve phosphate (Hayat & et al., 2010).  

Organic nitrogenous compounds are broken down by microorganisms under appropriate 
conditions as a result of successive reactions of aminization, ammonification, nitrification and 
become microbial compounds useful to plants. Nitrogenous compounds have a positive effect on 
plant development and growth, rapid maturation, root development, and yield increase  

Substances such as siderophore and antibiotics produced by PGPR have an antibiotic effect 
against fungal plant pathogens. Pseudomonas putida bacteria produce siderophore, controlling the 
Fusarium pathogen and Pseudomonas aeruginosa prevented Pythium damage in tomatoes Free-living 
microorganisms can produce hydrogen gas during the fixation process. Hydrogen produced by 
free-living microorganisms can promote the development of host plant (Cakmakcı, 2005). 

Iron is an essential nutrient for plants. It acts as a cofactor in a number of enzymes necessary 
for important physiological processes such as respiration, photosynthesis, and nitrogen fixation. 
Siderophores are low molecular weight compounds containing functional groups that can 
irreversibly bind iron. These compounds have positive effects on plants such as promoting plant 
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development, increasing yield, and reducing disease intensity. Ferrichrome, Desferrioxamine B, 
Fusarinine C, Enterobactin and Bacillibactin siderophores are produced Ustilago sphaerogena, 
Streptomyces pilosus and Streptomyces coelicolor, Fusarium roseum, Escherichia coli, and Bacillus subtilis and 
Bacillus anthracis, respectively (Singh, 2018).           

In plants, zinc is mainly involved in carbohydrate metabolism, cytochrome synthesis, 
detoxification of superoxide radicals and plays a role as a cofactor in many enzyme activities, 
stabilization of ribosomal fractions, secretion of growth-promoting hormones, cell membrane 
integrity, the establishment of flower tissues, and pollen tube development, etc. It has been shown 
in numerous studies that certain species of the genus Bacillus, Pseudomonas, and Serratia cause 

increased zinc mobilization (Khatoon & et al., 2020).  

Nitrogen-fixing azotobacter (Klebsiella pneumonia and Azospirillum brasilense) in rice can increase 
shoot formation, plant dry biomass, and total N production (Hala, 2020). Inoculation with 
Azospirillum brasilense in wheat provides higher Mg and S in straw and P, Ca, and Mg in grains 

regardless of N dose (Galindo & et al., 2020).  

Arbuscular mycorrhizal fungi (AMF) can affect soil-plant interactions in terrestrial 
ecosystems; they form symbiotic relationships with 90% of all higher plants and thus affect plant-
water relationships, nutrient uptake, and productivity. AMF can promote the growth of its 
associated plants in heavy metal-contaminated soils by protecting plants from heavy metal damage 
by increasing nutrient uptake and immobilizing heavy metals. It is also stated that AMF inoculation 

reduces the intake of heavy metals by plants in contaminated soils (Xiao & et al., 2020). In a study, 
it was stated that Rhizophagus intraradices, an arbuscular mycorrhizal fungus, generally have a positive 
effect on Poa compressa, Festuca rubra, and Centaurea jacea plant species in the presence of copper that 
causes metal pollution in soil and stress in the plant, and a slight increase in plant belowground and 

aboveground biomass was also reported (Ardestani & Frouz 2020).   

Vermicompost is a microbial bioactive fertilizer containing nutrient-rich organic compounds 

produced by soil worms and symbiotic microorganisms (Domínguez & et al., 2019; Levinsh, 2020). 
Vermicompost increases the availability of minerals by plants and activates seed germination and 
plant hormones (Levinsh, 2020). Therefore, the application of vermicompost (VC) to soil supports 
plant growth, regulates the rhizosphere microbiome, and can reduce the formation of pathogens 

(Munoz-Ucros, Panke-Buisse &Robe, 2020). Studies have shown that vermicompost leachate 
(VCL) produced by worms in Solanum lycopersicum L. plant increases plant growth in salt stress, 
decreases in Na+ accumulation, and ethylene hormone synthesis, delays aging in young leaves with 

an increase in proline and anthocyanin contents (Benazzouk & et al., 2020).  

Conclusion  

Problems such as climate change, environmental pollution, soil and water losses, which are 
major problems in the world, become increasingly ecological threats. In addition to these problems, 
the Covid-19 pandemic that has captured the entire world affects agricultural activities in terms of 
fertilizer, seed, sowing, and planting, fighting plant pests and diseases, and the food supply chain 
on a large scale. For this reason, to prevent food shortages, every effort must be made to ensure 
that the food chain operates robustly and efficiently and to achieve high yield. Research on the 
application of microbial organic compounds (mOC) in agriculture is not yet fully sufficient. 
Microbial interactions that take place underground are much more complex than one-to-one 
interactions. Microbial organic compounds are bioactive molecules that are formed in nature only 
by the activity of microorganisms and are not the product of human reason and technique. 



214 

Altındal, Nüket & Altındal, Demet ; Variety of Microbial Organic Compounds That Induce Plant 
Responses 
 
 

 

Microbial organic compounds can be used as plant growth promotion instead of plant protection 
chemicals such as synthetic pesticide, fungicide which are used in agriculture and harmful to the 
environment. Hence, because organic waste found in the soil is converted into microbial organic 
compounds by biological means by primitive microorganisms living in the soil and these 
compounds promote plant development, research on the biological functions of microbial organic 
compounds, their effects on plants, as well as microbial interactions should be conducted. In this 
way, sustainable and effective solutions against all factors that threaten the world, especially plant 
productivity losses caused by changing climatic conditions can be suggested, and so it can help 
optimize human input in the agricultural ecosystem.   
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Introduction 

In recent studies the hybrid composite refers to double or triple of oxides addition to get 
new properties as we can show from previous research for Muna K. Abbass and Mohammed J. 
Fouad [1]. 

Nano (BN) has various applications as catalyst, antibacterial agent, nanocarrier for drug-
delivery; solid lubricant; nanofiller-like reinforcing phase in metallic-matrix and polymer-matrix 
composites (MMCs and PMCs); water purifier, gas and biological sensor; photo detector; and an 
optoelectronic, semiconducting, and magnetic devices. Such a wide range of applications is 
associated with its unique combination of physical and chemical properties, such as low specific 
density, high thermal stability, oxidation resistance, excellent dispersion stability. Firestein et al. [2] 
used Boron Nitride as Nano Particles (BNNPs) for the fabrication of high-strength Aluminum-
matrix MMNCs using spark plasma sintering (SPS) technique. A maximum increase in strength 
reach to 50% compared with original Al was observed at 4.5wt. % of  BNNPs. In addition, the BN 
reinforced composites confirmed increasing in the value of stress at a yield point (~ 115 MPa) at 
300 oC.  

Solid-state by powder metallurgy (PM) with mechanical milling is especially used to produce 
nanocomposites with the reinforcement of nanoparticles. In mechanical alloying by ball mill the 
particles are expected to fracture again into submicron particles with fine dispersion of the 
reinforcement phase. Those stages could occur repeatedly if the process continues and this was 
proven by scanning electron microscope which could easily track the particle morphology at 
different milling times [3]. 

Plastic deformation in powders initially occurs through the formation of shear bands, and 
when high dislocation densities are reached, the shear bands degenerate into randomly oriented 
sub grains. The large surface area of the nano crystalline grains often helps in the transformation 
of crystalline into amorphous structures [4]. 

Meysam 2016 [5] used  Al-Graphine (Gr) nanocomposites at different weight percentage by 
using powder metallurgy technique. The effect of weight percentage of Gr on tribological 
properties of self-lubricating nanocomposites was studied. She concluded the self-lubricating 
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composite reinforced by 1 wt. % Gr has shown the best tribological properties under dry wear test 
conditions. 

M. Penchal Reddy et al 2018 [6] fabricated aluminum matrix composites containing various 
amounts of (BN) nano particles (0, 0.5, 1.0 and 1.5 vol.%) were fabricated by using the powder 
metallurgy technique involving microwave sintering and hot extrusion process. The extruded Al-
1.5 vol. % BN nanocomposite exhibited an enhanced hardness. 

Our investigations have added further improvements in the abrasive resistance of 
Aluminum-Silicon composites that were gunned by fabricating nanocomposites where 
nanoparticles are embedded in aluminum matrix. 

Experimental 

step1: The preparation the metal matrix nanocomposites (MMNCs) are 325 mesh size of Al 
and same size for Si powders, and hybrid of nano particles of 60 nm of MoS2 and 40 nm of BN. 
The blending method was used to mix the powder of alloy (Al-12wt%Si) with nano particles of 
(MoS2 and BN). Ball-mill with 5mm diameter of zirconia balls was used for mixing these powders 
together in order to obtain a good dispersion. The powders mixing was performed by putting the10 
gm powder of alloy (Al-12%Si) in a balls mill in 10:1 together with different weight percent of the 
hybrid nano particles (MoS2 and BN) with 4, and 4 wt.% will add as single. The mixing time was 
for 60 min with using speed of 200 rpm in dry jar to get good particles distribution. Cold 
compaction was carried out at 7 tons pressure followed by sintering process at 550ºC for 180min 
by using electric tube furnace with argon flow rate 2L/min. 

XRD was used to characterize the Al-Si powder, also used after mixing with MoS2 and BN, 
but didn’t appear the peaks as shown in Figures 1, 2 

 

Figure 1 XRD - Al-Si POWDER 
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Figure 2 XRD - MoS2 and h-BN doped Al-Si% 

The XRD peaks of the base alloy of Al-12Si with 1%+1% of nano particles of MoS2 and 
hexagonal shape of Boron Nitride (h-BN) is shown in figure 2. 

Step 2: The four alloys preparation by powder metallurgy processes, which were shown in 
table (1). Many tests and inspections were performed including: density and porosity measurements; 
hardness test and wear test under dry sliding condition. Microstructure tests by optical microscope 
and SEM of selected samples are also investigated. 

Table 1 Al-Si matrix powders with weight percent of nano particales. 

Sample  

No. 
Al-12wt%Si  

Weight 

(gm) 

MoS2 

wt% 

MoS2 Weight 

(gm) 
BN 

wt % 

BN 

Weight 

(gm) 

1 100 10 0 0 0 0 

2 96 9.6 2 0.2 2 0.2 

3 96 9.6 4 0.4 0 0 

4 96 9.6 0 0 4 0.4 

Step 3: The wear behavior studied by weight method to determine wear rate of specimens. 
The samples were weighted before and after the wear test by sensitive balance type as in M. J. 
Fouad [7]. 

Wear characterization of MMNCs was studied as a relation of weight present of composites 
and times. Wear surfaces topography and microstructure were investigated by using scanning 
electron microscopy (SEM) to examine the resulted worn surfaces. Energy dispersive spectroscopy 
(EDS), energy dispersive X-ray spectroscopy elemental mapping for reliable chemical 
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characterization. Analysis for wear debris also was investigated to knew what elements that resulted 
from abrasion test.  

Table 2 Hardness results for nanocomposites samples. 

Sample no. Sample HV(kg/mm2) 

1 Base alloy(Al-12wt%Si) 88 

2 Base + 4wt %( MoS2) 130 

3 Base + 4wt %( MoS2+ BNN) 124 

4 Base + 4wt %(BNN) 140 

As shown in Table 2- the (MMNCs) samples have significantly higher hardness than that of 
base alloy (Al-12wt%Si). Also, the hardness of hybrid (MMNCs) increases with increasing the 
percentage of both nano powders (MoS2+ BN) in Al-matrix. 

The wear tests were conducted at room temperature with a fixed load and different periods 
of time (5,10,15,20) min. 

Results and Discussion 

The results were shown that the effect of milling process on the refinement of Al and Si 
grains is more significant. Different factors such as uniform distribution, fine grain size of both 
matrix and reinforcement and strong interfacial bonding can greatly improve the hardness of the 
mechanically milled composites. Hardness in Table 2 confirmation to this, one can mention to the 
results obtained by Hanmin Bian et al. [8], Durai et al. [9] and Srinivasa Rao et al. [10]. 

The wear rate of the coarse grained Al-12wt%Si sample is higher than that of the 
nanostructured sample, which is due to the enhanced hardness of the latter. As shown in Figures 
3; the wear rate of the nano composite with single addition 4% (MoS2 or BN) reinforced samples 
are lower comparing to that of the base sample. The wear rate decreases with the hybrid addition 
4% (MoS2+ BN) content. This can be attributed to the high hardness and also the strong interfacial 
bond between the (MoS2+ BN) and Al-Si matrix, which in turn improves the load transfer from 
the matrix to the hard particles. 
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Figure 3 Comparison between wear rates of base alloy, hybrid nanocomposite with 4wt % 
(MoS2+BN), nanocomposites with single addition 4wt% MoS2 and 4wt% BN as a function of time. 

 

It was noticed that the effect of 4 wt. % (MoS2+BN) hybrid addition on the wear rate is the 
best sample in comparison to the other samples. This is because the combined effect of Nano 
MoS2 particles which modify and refine the microstructure of Al-matrix and Si phase in addition 
to the clear role of Nano BN particles in improving the hardness of the Nanocomposite 

According to the SEM observations, plastic deformation of the Al-12Si matrix and 
progressive transfer of the material to the counter face during the sliding process and the wear 
mechanism is adhesion. The cracks along wear tracks of the base sample tested at applied load of 
2.5 N. 

  

Figure 4 SEM micrograph of worn surface for base alloy (Al-12Si) under a normal load 
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SEM micrographs of worn surface of hybrid nanocomposite with 4wt% (MoS2+ BN) 
nanoparticles, it shown there are different sizes of nano particles of Al-12wt%Si matrix of hybrid 
nanocomposite reinforced with (2wt% MoS2 + 2wt% BN) and also micro crack and micro 
vacancies can be seen in figure 5. 

 

  

Figure 5 SEM micrographs of worn surface for hybrid Nano composite with 4wt% (MoS2+ 
BN) nanoparticles under a normal load (2.5N); a) at 1000x, b) at 5000x. 

Figure 5 shows the effect of abrasive severe wear under normal load (2.5 N) and it was 
noticed the cracks and the particles no longer stay on the worn surface. The hard nanoparticles of 
(MoS2+BN) exist between the pin (sample) and drum surfaces. Therefore, the wear mechanism 
for this sample is a combination of delamination and abrasion. 

 

Figure 6 SEM micrographs of worn surface for nanocomposite with 4wt% (MoS2) 
nanoparticles under a normal load (2.5N); at 2000x. 

 

a b 
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Figure 7 SEM micrographs of worn surface for nanocomposite with 4wt% (BN) 
nanoparticles under a normal load (2.5N); at 2000x. 

 

Figure 8 EDS of Al-Si base alloy + 2% MoS2+ 2%BN 

EDX of wear debris for hybrid nanocomposite reinforced with 4% with (MoS2+ BN) 
nanoparticles. We can see the peak of Al highest one, second Si because it is the largest alloying 
element in base alloy. The other element is Mo, N, B, O, C and S. The carbon from oil of lubrication 
through the pressing process the was residue after sintering and abrasive.  

The best wear resistance (less wear rate) is with hybrid nanocomposites reinforced with of 
4wt%. The low load will not effect on hybrid Nano composite as high load with increased time. 

Conclusions 

1- Results of SEM images of mixed powders of the base alloy and hybrid nano 
powders (MoS2+BN) indicate good mixing between the different powders and homogenous 
distribution of nano powders in the Al-12wt%Si matrix. 

2- The wear rate of the base alloy and nanocomposite samples increases with the 
increase in the applied load and sliding time. But the hybrid nanocomposites show lower wear rate 
or better wear resistance than the base alloy under the same loads and sliding time. 
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3- The wear behavior of base alloy and nanocomposites is similar and can be classified 
into three regions, first; mild wear, second; transition wear, the third; severe wear. 

5- From SEM micrographs of the worn surfaces of base alloy and nanocomposites 
samples the dominant wear mechanism is plastic deformation and adhesion of base alloy, there is 
a deformation layer at upper part of the wear surface, while for nanocomposites samples it is 
delamination and abrasion. 
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Introduction 

The principal purpose of the investigation was to wield geochemical data obtained from 
samples to generate geochemistry for Late Silurian-Middle Devonian the Bozdağ Formation 
carbonates situated in the southeast of the Yükselen District (Konya, Turkey) in the Kütahya-
Bolkardağı Belt (Fig. 1). Typically, the purpose of this geochemistry approximation is to describe 
elements and element ratios that alter through time and that permit sediments of the same age to 
be correlated or to differentiate sediments that are asynchronous. These alterations will then be 
used to form a stratigraphic framework. 

The seawater geochemistry has been registered by the chemical composition of the sediments 
(by major and trace element distribution) and by the isotopic ratios of specific elements (Tsegab 
and Sum, 2019). Elemental and stable isotope geochemistry, including carbon and oxygen isotopes, 
is the most widely applied geochemical tool for the Neoproterozoic and Phanerozoic to investigate 
the rock record, such as reconstructing paleoenvironments, determining the tectonic setting of 
sedimentary basins, indirect dating and establishing regional or global correlations (Delpomdor and 
Préat, 2013). As Delpomdor and Préat (2013) stated, a very important issue in any study of 
carbonate geochemistry is whether a primary marine marker is protected. The Bozdağ limestones 
in our study area have undergone a rather minor alteration. Therefore, the Bozdağ limestones are 
quite suitable for geochemistry study.   

A Survey of rare earth elements’ attitudes and their normalized dispersion models during 
geochemical processes supply valuable knowledge about carbonate sediments and pale conditions 
of depositional settings (Abedini et al., 2018). The rare earth element dispersion models in 
seawaters and marine sediments are usually checked by many factors such as terrestrial material by 
the reason of weathering, hydrothermal activities, scavenging, oxygen fugacity, closeness to source 
lithologies, deposition due to biogenic conditions, and diagenesis (Abedini et al., 2018).  

Geochemical studies and especially Phanerozoic climate changes have been a subject of 
worldwide interest recently. There is no detailed geochemical study of the Bozdağ Formation 
carbonates in the region. Therefore, a detailed geochemical study was needed for the Bozdağ 
Formation carbonates in the region. Because the Bozdağ carbonates are widespread in the region, 
they are very important materials to illuminate the geological development of the Late Silurian-
Middle Devonian time interval. 
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Figure. 1. Location map of the study area (Google Maps: 
https://www.google.com/maps/@38.0369777,32.4285516,11.25z/data=!5m1!1e4) 

 

Geological Setting 

 

The Bozdağ Formation, which outcrops in the eastern part of the study area and forms the 
basis, was named by Eren (1993) (Figs. 2,3).  

The Bozdağ Formation, which includes dolostone at the base, consists mainly of limestones 
and is also observed as crystallized limestones and marbles in the region. The Bozdağ carbonates 
offer medium-thick stratification in black, gray, light gray, cream, and white. Offering some levels 
of lamination, the Bozdağ limestones also form coral and stromatoporoid (Fig. 4) patch reefs. 

https://www.google.com/maps/@38.0369777,32.4285516,11.25z/data=!5m1!1e4
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These carbonates, which mostly show biostromal properties, also contain carried stromatolite 
fragments (Eren, 1993). The Bozdağ Formation is medium to thick (Figs. 4b, 4c, 4d), at some levels 
very thick layered, gray at the lower levels, and light gray and white at the upper levels. The Bozdağ 
limestones contain some levels of laminated (Figs. 4b, 4d) and some levels of stromatoporoid 
bioherms (Fig. 4e).  

 

 
 

Figure 2. Geological map of the study area (modified from Eren, 1996). 

 

 

Figure 3. Stratigraphic column section of the study area (unscaled; modified from Eren, 1996) 
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Figure 4. a) Bozdağ Formation measured stratigraphic section line (red line), b) Laminated and thick-bedded 

limestone (scale: pen, 14 cm), c) Medium-thick bedded limestone (scale: pen, 14 cm), d) Medium bedded limestone 

(scale: hammer, 28 cm), e) Stromatoporoid bioherm in the Bozdağ limestone (scale: hammer, 28 cm). 

 

According to microscopic examinations, the Bozdağ limestone samples are mudstone, 
wackestone, packstone, dirty wackestone, laminated mudstone, and boundstone (according to 
Dunham, 1962).  

The lower boundary of the Bozdağ Formation has tectonic contact with the Bağrıkurt 
Formation in the study area (Fig. 2). It is unconformably overlain by the Upper Permian- Lower 
Triassic the Ertuğrul Formation and the Upper Pliocene-Quaternary the Topraklı Formation at its 
upper boundary. The thickness of the formation has been measured in the study area at 260 m and 
reaches 800 m (Özkan, 2016).  

The age of the Bozdağ Formation is controversial; Eren (1993) gave the unit a Late Silurian-
Lower Carboniferous and Göncüoğlu a Late Silurian-Middle Devonian age. In this study, the unit 
was accepted as the Late Silurian-Middle Devonian. The Bozdağ Formation has developed as a 
reef complex on a carbonate shelf.  
 
Materials and Methods 

Geochemical studies are an application of geochemical data to sediments of all ages and to 
any facies accumulated in various environments (Ratcliffe et al., 2010). Whole-rock quantitative 
data were obtained from limestone samples for 47 elements: 11 major elements (Al, Si, Ti, Fe, Mn, 
Ca, Mg, K, P, Na, and Cr), 32 minor and trace elements (Ba, Cd, Ga, Co, Cs, Cu, Hg, Mo, Nb, Ni, 
Pb, Hf, Rb, Ta, Sc, Sr, Th, U, V, Zn, and Zr) and 15 rare earth elements (La, Ce, Pr, Nd, Sm, Eu, 
Gd, Tb, Dy, Y, Ho, Er, Tm, Yb, and Lu).  

The material of this study is composed of the Bozdağ Formation limestones. The 1/25.000 
scaled geological map used during the study was taken from Eren (1996). In this study, 37 samples 
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were collected from the limestones belonging to the Late Silurian-Middle Devonian aged the 
Bozdağ Formation which were exposed in the vicinity of the Yükselen District (Konya) along the 
measured section line. These 37 samples selected for geochemical examination were collected by 
taking into consideration the lithofacies characteristics and taking photographs from interesting 
localities. 

The features of the outcrop enable a very detailed study of the main vertical facies successions 
and specify the environments of deposition. For the geochemical characterization of the Bozdağ 
limestone samples, mudstones and wackestones-packstones have been selected as they are thought 
to keep their original isotopic composition due to their lower permeability character in comparison 
to associated grain-supported rocks. Before oxygen and carbon isotopic analysis, the number of 
diagenetic phases in each sample was evaluated by a combination of petrographic observations and 
ICP analysis. Petrography analyses were applied on 37 thin sections stained with alizarin red to 
differentiate calcite from other carbonate minerals, and they were as well investigated under a 
petrographic microscope. 27 of the collected samples were sent to Acme Analytical Laboratory 
(Canada) for making analysis of main, trace, and rare earth elements, and they were read in ICP-
ES/ICP-MS devices, and data was presented in ppm.  

37 of the limestone samples of the Bozdağ Formation were sent to the University of California 
Santa Cruz laboratory for the determination of stable isotope analysis of δ13C and δ18O, and 
ThermoScientific MAT-253 double input isotope ratio mass spectrometry (IRMS) combined with 
a separate vial of the acid drop using the ThemoScientific Kiel IV carbonate device was read with 
acid digestion. All data obtained as a result of field and laboratory studies are evaluated together 
with the literature and presented as a report. 

The values that cannot be measured in the analysis of some elements were used as limit values 
in statistical evaluations. 
 
Results 
 
Geochemistry and Mineralogy 
 

The mineralogical properties of the elements can be determined by geochemical data and 
existing mineralogical data. In addition, element-mineral connections can be created using graphical 
and statistical techniques. Fig. 6 shows the element distribution based on geochemical analysis data. 
In Fig. 6, Si, Al, K, P, Mn, REE, Rb, Sr, Zr, and Y elements are observed in relation to each other, 
while the Ca element exhibits unrelated to these elements. This indicates the difference between 
the carbonate and the detrital phase.  
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Figure 6. Petro-chemostratigraphic changes of the Bozdağ Formation limestone samples. 

Statistical Techniques (Principal Component Analysis) 

PCA analysis is a statistical technique used to recognize significant element associations, as 
elements originating together in the same area of the eigenvector plots have similar distributions 
and are likely to have similar mineralogical affinities. Fig. 7 shows the results of the Varimax rotated 
factor matrix of the Bozdağ limestone samples. Five components explained ~92% of the total 
variance in the 27 limestone samples analyzed. 

 

 
Figure 7.  Principal component loadings (A), Graphical representation of the scaled, and ordered eigenvalues of 

PC for 30 elements analyzed (B). 
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The principal component scores for the original vectors (eigenvectors) demonstrate the 
association of particular elements and the relationship between some elements and mineralogy 
(Craigie, 2015). You can see the discussion of these relationships below. 

Factor 1: includes Ca. This element is mainly concentrated in carbonate minerals. Factor 1: the 
first factor, corresponding to 69% of the change, is represented by the negative factor of CaO and 
LOI, while the other components are all represented by the positive factor. This situation is 
compatible with the differentiation of the CaO-LOI group from the other group in the cluster 
analysis diagram (Carbonate phase).  

Factor 2: The second factor corresponding to about 10% of the change is represented by the 
positive factor of other components Zn, Co, LOI, CaO, MgO, Y, La, despite the significant 
negative loads of Si, Al, K, Rb, Zr, Ce (Aliminosilicate: detrital phase). 

Factor 3: The third factor corresponding to 5.5% of the change is Al, CaO, K, Rb, Zr, Y, Eu, 
Gd, Tb, Dy, Ho, Er, Tm, Yb, Lu, against negative loadings of LOI, other it is represented by the 
important positive factor of the components Si, Fe, MgO, Ba, Sr, Ni, Co (Clay: REE phase). 

Factor 4: The fourth factor corresponding to 4% of the change is the negative load's Si, Ba, 
Sr, Y, Er, Tm, Yb, Lu, Ni, while the other components are Al, Fe, Mg, Ca, K, Rb, Zr, Ce LOI, Co, 
Pb, Zn are represented by a positive factor (Silicate: detrital phase). 

Factor 5: The fifth factor corresponding to 3.5% of the change is represented by the positive 
factor of the other components MgO, Ce, compared to the negative loads of Si, Fe, Pb, Ni, and 
Zn. 

The result of the hierarchical cluster analysis was presented as a dendrogram (Fig. 8). The 
carbonate and detrital phases are evident in the dendrogram. The detrital phase is also divided into 
two subgroups. 

 

 
Figure 8. The dendrogram of the Bozdağ Formation limestone hierarchical cluster analysis was created using the 

Ward method. 
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Graphical Techniques (Binary Diagrams) 

Although PCA is used in many studies to establish the element: mineral connection, 
abnormally high and low values of some elements (Craig, 2015) may cause some errors. Therefore, 
it is important to support the interpretation of statistical data using binary diagrams. The binary 
diagram results are shown in Table 1.  

Table 1. Major (%) and trace element (ppm) correlation of the Bozdağ Formation limestones 

 

Red numbers are negative values. 

 

In Table 1, the strong positive relationship is shown in the Al versus K crossplot (R: 0.99), Al 
versus Rb crossplot (R: 0.98), Al versus Cs crossplot (R: 0.88), Al versus Th crossplot (R: 0.86), Al 
versus Si crossplot (R: 0.82), Al versus V crossplot (R: 0.81), Al versus Ti crossplot (R: 0.76), Al 
versus Zr crossplot (R: 0.76), Al versus Sc crossplot (R: 0.76) deduces that these elements are 
concentrated in clay minerals. The strong negative correlation of these elements with Ca indicates 
that they are not related to the carbonate phase, but to the detrital phase (by carbonate dilution). 
In addition, the fact that Ca does not positively correlate with any other element indicates that this 
element is related to calcite (carbonate phase). Interestingly, Mg does not correlate strong positive 
with any other element. So, Mg is probably related to dolomite. Again, the Fe element does not 
contain a strong positive correlation with any other element. This leads us to the interpretation that 
the element Fe is taken from Fe-oxyhydroxides. Na does not correlate with any other element. 
Thus, the element Na suggests obtaining from plagioclase feldspar and/or smectite. Since P has 
moderate positive correlations with Y (R: 0.54), and Zn (R: 0.51), it probably suggests originating 
from clay minerals. Mn suggests that it originates from clay minerals, as it shows moderate to a 
weak positive correlation with Co (R: 0.56), and Ba (R: 0.39). Cr does not correlate with any other 
element. Therefore, the Cr element suggests being caused by heavy minerals such as chrome spinel. 
Since the Ba element exhibits moderate and weak positive correlations with Sr (R: 0.67), Y (R: 
0.46), and Co (R: 0.45), it refers to originating from clay minerals. Zr element, shows high to 
medium positive correlation with Th (R: 0.81), K (R: 0.77), Al (R: 0.76), Hf (R: 0.70), Rb (R: 0.70), 
Si (R: 0.57), TREE (R: 0.55), Cs (R: 0.49), V (R: 0.48), Sc (R: 0.45). This means that the Zr element 
originates from some clay minerals as well as Zircon minerals. Total rare earth elements show high 
and medium positive correlation with Y (R: 0.79), Ba (R: 0.60), Si (R: 0.59), Zr (R: 0.55), K (R: 
0.53), Sr (R: 0.53), Al (R: 0.52), and Rb (R: 0.48) elements. From here, we can say those rare earth 
elements are supplied from clays.  

 

 

 

SiO2 Al2O3 Fe2O3 MgO CaO K2O Na2O P2O5 MnO TiO2 Cr2O3 Ba Rb Sr Zr Y Co Pb Ni Zn Ga Cs Ta Th Nb Hf Mo U V Sc Cu TREE

SiO2 1

Al2O3 0.82 1

Fe2O3 0.05 0.06 1

MgO 0 0 0.02 1

CaO 0.99 0.82 0.06 0 1

K2O 0.84 0.99 0.06 0 0.85 1

Na2O 0 0 0 0 0 0 1

P2O5 0.11 0.05 0 0.03 0.12 0.06 0 1

MnO 0.03 0 0.01 0.05 0.04 0 0 0.18 1

TiO2 0.77 0.76 0.03 0.03 0.76 0.77 0 0.01 0.01 1

Cr2O3 0 0 0 0 0 0 0 0 0 0 1

Ba 0.57 0.37 0.01 0.03 0.59 0.42 0 0.22 0.39 0.21 0 1

Rb 0.80 0.98 0.07 0 0.81 0.98 0 0.04 0 0.75 0 0.37 1

Sr 0.72 0.43 0.01 0.06 0.74 0.45 0 0.25 0.26 0.40 0 0.67 0.41 1

Zr 0.57 0.76 0.04 0 0.59 0.77 0 0.11 0 0.45 0 0.30 0.70 0.30 1

Y 0.32 0.25 0.02 0.01 0.34 0.25 0 0.54 0.25 0.12 0 0.46 0.21 0.35 0.31 1

Co 0.21 0.06 0.17 0.16 0.24 0.09 0 0.12 0.56 0.04 0 0.45 0.05 0.43 0.11 0.25 1

Pb 0.35 0.26 0.05 0.01 0.34 0.26 0 0.07 0 0.29 0 0.16 0.22 0.24 0.23 0.16 0.12 1

Ni 0.08 0.02 0.02 0 0.08 0.02 0 0 0.04 0 0 0.13 0.02 0.06 0 0 0.09 0.01 1

Zn 0.03 0 0.05 0.02 0.04 0 0 0.51 0.22 0.01 0 0.11 0 0.09 0.05 0.47 0.25 0.16 0 1

Ga 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Cs 0.75 0.83 0.07 0.03 0.74 0.82 0 0.01 0.01 0.94 0 0.19 0.84 0.34 0.49 0.12 0.02 0.25 0 0.01 0 1

Ta 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 0 1

Th 0.68 0.86 0.03 0 0.70 0.90 0 0.03 0 0.71 0 0.34 0.83 0.33 0.81 0.19 0.10 0.25 0 0 0 0.71 0 1

Nb 0.39 0.52 0.02 0 0.40 0.54 0 0 0.04 0.56 0 0.18 0.52 0.13 0.38 0.07 0.01 0.11 0.04 0.05 0 0.60 0 0.54 1

Hf 0.34 0.52 0 0.01 0.36 0.55 0 0 0.02 0.48 0 0.10 0.45 0.12 0.70 0.05 0.04 0.20 0.01 0 0 0.44 0 0.78 0.46 1

Mo 0.02 0 0 0.20 0.02 0 0 0.03 0.14 0 0 0.06 0 0.12 0 0.02 0.17 0.03 0 0.04 0 0 0 0 0.01 0.01 1

U 0.45 0.22 0.14 0.06 0.46 0.22 0 0.15 0.05 0.23 0 0.23 0.20 0.50 0.24 0.25 0.44 0.25 0.09 0.21 0 0.21 0 0.14 0.05 0.06 0.02 1

V 0.77 0.81 0.05 0.03 0.76 0.81 0 0.01 0.01 0.98 0 0.20 0.81 0.37 0.48 0.12 0.03 0.27 0 0.01 0 0.99 0 0.72 0.59 0.46 0 0.22 1

Sc 0.77 0.76 0.03 0.03 0.76 0.77 0 0.01 0.01 1 0 0.21 0.75 0.40 0.45 0.12 0.04 0.29 0 0.01 0 0.94 0 0.71 0.56 0.48 0 0.23 0.98 1

Cu 0.56 0.39 0.07 0.03 0.58 0.39 0 0.12 0.09 0.49 0 0.29 0.36 0.59 0.23 0.20 0.33 0.51 0.01 0.13 0 0.44 0 0.36 0.16 0.20 0.24 0.38 0.47 0.49 1

TREE 0.59 0.52 0.08 0.02 0.61 0.53 0 0.26 0.24 0.27 0 0.60 0.48 0.53 0.55 0.79 0.42 0.27 0.03 0.29 0 0.29 0 0.46 0.15 0.20 0.07 0.40 0.29 0.27 0.40 1
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Key Elements and Ratios Used For Geochemical Aims 

In this study, although data were presented for 45 elements (Table 2 to 5), most geochemical 
correlation schemes are generally based on variations in 4-12 ‘key’ or ‘index’ elements (Craig, 2015). 
In this research, the framework is mainly based on variations in the ‘stable’ elements (e.g. Si, Th, 
Nb, Ti, Zr, Hf, Ta, Cr, Y, and REE) associated with heavy minerals and silicate as these are 
primarily uninfluenced by post-depositional weathering and/or diagenesis. Although the 
association of these elements (except Si) with heavy minerals has been stated in this investigation 
using statistical and graphical techniques, it is generally very difficult to determine precise 
mineralogical affinities. The exceptions to this are Zr and Hf which are nearly merely concentrated 
in detrital zircon (Craig, 2015). 

Si is provided mainly by quartz, but it may be part of any silicate mineral too. For instance, the 
elements Ti, Ta, and Nb may be correlated with a variety of heavy minerals, including rutile, anatase, 
titanate, and opaque heavy minerals (as ilmenite, magnetite, titanomagnetite, rutile, anatase, 
sphene). Cr is most often supplied from chrome spinel, but it can also be found in opaque heavy 
minerals. The element Th is usually plenty in monazite but, considered the low abundance of this 
mineral in most sedimentary rocks, it is quite likely to be intensified in zircons, apatites, and 
weathered kaolinite (in association with Al, Ga, and Sc), and opaque heavy minerals. Y is most 
often supplied from apatite and monazite, but it can also be found in heavy minerals. REE is 
supplied from clay and mica, kaolinite or gibbsite (associated with high Al), Fe-oxyhydroxides, 
siderite, zircon, and garnet. 

 

Table 2. Major element (%) concentrations of the Bozdağ Formation limestones 

 

Table 3. Trace element (ppm) concentrations of the Bozdağ Formation limestones 

Sample SiO2 Al2O3 Fe2O3 MgO CaO Na2O K2O TiO2 P2O5 MnO Cr2O3 LOI TOT/C TOT/S 

J-1 0.07 <0.01 <0.04 0.44 55.36 <0.01 <0.01 <0.01 <0.01 0.01 <0.002 44.1 12.53 <0.02 

J-4 0.07 <0.01 <0.04 0.30 55.33 <0.01 <0.01 <0.01 <0.01 0.01 <0.002 44.2 12.53 <0.02 

J-5 0.58 0.16 0.04 0.35 54.82 <0.01 0.06 <0.01 <0.01 0.01 <0.002 43.9 12.43 <0.02 

J-8 0.27 0.02 0.11 0.39 55.06 <0.01 0.01 <0.01 <0.01 0.02 <0.002 44.1 12.72 <0.02 

J-12 2.9 0.03 0.04 0.47 53.62 <0.01 0.01 <0.01 0.02 0.02 <0.002 42.8 12.20 <0.02 

J-17 1.28 0.02 <0.04 0.34 54.78 <0.01 <0.01 <0.01 <0.01 0.01 <0.002 43.5 12.40 <0.02 

J-19 2.37 0.02 0.06 0.44 53.94 <0.01 <0.01 <0.01 0.01 0.02 <0.002 43.1 12.37 <0.02 

J-24 13.3 0.21 0.05 0.43 47.70 <0.01 0.08 0.01 0.02 0.05 <0.002 38.1 10.92 <0.02 

J-28 33.0 0.62 0.06 0.29 36.64 <0.01 0.21 0.02 0.02 0.01 <0.002 29.0 8.38 <0.02 

J-32 1.01 <0.01 <0.04 0.35 54.63 <0.01 <0.01 <0.01 0.03 0.05 <0.002 43.9 12.49 <0.02 

J-37 11.6 0.12 0.05 0.34 48.97 <0.01 0.04 <0.01 0.04 0.02 <0.002 38.7 11.12 <0.02 

J-42 0.36 0.03 <0.04 0.29 55.46 <0.01 0.01 <0.01 <0.01 0.02 <0.002 43.8 12.42 <0.02 

J-47 0.53 0.10 0.04 0.47 55.11 <0.01 0.03 <0.01 0.01 0.01 <0.002 43.7 12.64 <0.02 

J-52 0.42 0.05 <0.04 0.26 55.49 <0.01 0.01 <0.01 0.02 0.02 <0.002 43.7 12.55 <0.02 

J-58 0.30 0.11 <0.04 0.43 55.11 <0.01 0.04 <0.01 0.04 <0.01 <0.002 43.9 12.36 <0.02 

J-62 0.23 0.07 <0.04 0.34 55.34 <0.01 0.02 <0.01 0.01 <0.01 <0.002 43.9 12.58 <0.02 

J-68 0.13 0.04 <0.04 0.38 55.57 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.8 12.45 <0.02 

J-75 0.14 0.04 <0.04 0.27 55.71 <0.01 0.01 <0.01 <0.01 <0.01 <0.002 43.8 12.61 <0.02 

J-82 0.04 <0.01 <0.04 0.32 55.86 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.8 12.54 <0.02 

J-89 0.19 0.03 <0.04 0.25 55.77 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.7 12.65 <0.02 

J-96 3.60 0.22 0.08 0.33 53.35 <0.01 0.07 0.01 0.01 <0.01 <0.002 43.3 12.08 <0.02 

J-104 0.92 0.11 <0.04 0.37 55.04 <0.01 0.03 <0.01 <0.01 <0.01 <0.002 43.4 12.51 <0.02 

J-114 2.00 0.04 <0.04 0.33 54.61 <0.01 0.01 <0.01 0.01 <0.01 <0.002 42.9 12.36 <0.02 

J-124 0.17 0.07 0.05 0.33 55.64 <0.01 0.02 <0.01 <0.01 <0.01 <0.002 43.7 12.51 <0.02 

J-134 0.11 <0.01 <0.04 0.36 55.66 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.8 12.63 <0.02 

J-144 0.23 <0.01 <0.04 0.28 55.76 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.7 12.56 <0.02 

J-154 0.04 <0.01 <0.04 0.25 56.01 <0.01 <0.01 <0.01 <0.01 <0.01 <0.002 43.7 12.68 <0.02 
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Table 4. Rare earth element (ppm) concentrations of the Bozdağ Formation limestones 

 

Table 5. Redox sensitivity trace element concentrations and geochemical ratios of Bozdağ Formation limestone 

samples 

 

 

Sample Ba Rb Sr Zr U V Mo Ni Co Th Pb Zn Sc Hf Cu Cs Ga Nb Ta Cd Hg 

J-1 17 <0.1 167 0.6 <0.1 <8 <0.1 <0.1 0.3 <0.2 0.6 1 <1 <0.1 0.8 <0.1 <0.5 0.3 <0.1 0.5 0.02 

J-4 7 <0.1 138 0.7 <0.1 <8 <0.1 0.7 0.3 <0.2 0.6 2 <1 <0.1 1.1 <0.1 <0.5 <0.1 <0.1 0.5 0.18 

J-5 7 1.4 145 7.5 0.1 <8 <0.1 0.1 0.4 0.5 1.2 3 <1 0.2 2.2 <0.1 <0.5 0.2 <0.1 0.5 0.06 

J-8 4 <0.1 163 1.1 0.4 <8 <0.1 0.8 0.6 <0.2 1.4 5 <1 <0.1 6.5 <0.1 <0.5 <0.1 <0.1 0.3 0.31 

J-12 5 <0.1 258 1.0 0.4 <8 0.3 <0.1 0.5 <0.2 1.5 4 <1 <0.1 12.6 <0.1 <0.5 <0.1 <0.1 0.4 0.17 

J-17 7 <0.1 155 0.8 0.4 <8 <0.1 1.2 0.3 <0.2 0.9 3 <1 <0.1 5.4 <0.1 <0.5 <0.1 <0.1 0.3 0.15 

J-19 4 <0.1 231 2.6 1.0 <8 <0.1 0.5 0.7 <0.2 1.0 3 <1 <0.1 4.0 <0.1 <0.5 <0.1 <0.1 0.2 0.29 

J-24 45 2.7 344 4.1 0.4 <8 0.2 1.5 0.8 0.4 1.1 4 1 <0.1 6.6 0.1 <0.5 0.1 <0.1 0.2 0.10 

J-28 33 7.6 416 9.4 0.9 15 <0.1 0.6 0.5 0.8 2.9 2 2 0.2 17.2 0.5 <0.5 0.4 <0.1 0.3 0.65 

J-32 20 <0.1 275 1.4 0.2 <8 <0.1 0.2 0.6 <0.2 0.5 4 <1 <0.1 6.0 <0.1 <0.5 <0.1 <0.1 0.3 0.11 

J-37 25 1.0 318 4.6 0.9 <8 <0.1 0.9 0.5 <0.2 1.8 8 <1 <0.1 5.0 <0.1 <0.5 <0.1 <0.1 0.5 0.27 

J-42 3 0.1 162 1.5 0.2 <8 <0.1 0.2 <0.2 <0.2 0.7 4 <1 <0.1 1.5 <0.1 <0.5 <0.1 <0.1 0.5 0.22 

J-47 5 0.9 215 1.6 0.2 <8 <0.1 0.4 <0.2 <0.2 0.6 3 <1 <0.1 4.0 <0.1 <0.5 <0.1 <0.1 0.5 0.22 

J-52 6 <0.1 157 2.1 0.2 <8 <0.1 <0.1 0.3 <0.2 1.1 6 <1 <0.1 5.0 <0.1 <0.5 <0.1 <0.1 0.3 0.26 

J-58 5 1.3 165 3.6 0.2 <8 <0.1 0.2 <0.2 0.3 0.8 5 <1 <0.1 2.3 <0.1 <0.5 0.1 <0.1 0.8 0.03 

J-62 6 0.7 177 1.9 <0.1 <8 <0.1 <0.1 <0.2 <0.2 0.3 <1 <1 <0.1 1.2 <0.1 <0.5 0.2 <0.1 0.2 0.03 

J-68 2 0.4 210 1.4 0.2 <8 <0.1 0.1 <0.2 <0.2 0.6 1 <1 <0.1 3.4 <0.1 <0.5 <0.1 <0.1 0.1 0.17 

J-75 2 0.4 159 1.2 <0.1 <8 <0.1 <0.1 <0.2 <0.2 0.6 <1 <1 <0.1 1.4 <0.1 <0.5 <0.1 <0.1 <0.1 0.03 

J-82 3 <0.1 188 1.4 <0.1 <8 <0.1 <0.1 <0.2 <0.2 0.3 <1 <1 <0.1 1.6 <0.1 <0.5 <0.1 <0.1 <0.1 0.13 

J-89 5 0.3 164 1.2 <0.1 <8 <0.1 0.5 <0.2 <0.2 3.2 3 <1 <0.1 5.2 <0.1 <0.5 <0.1 <0.1 0.2 0.80 

J-96 6 3.0 144 4.3 0.2 9 <0.1 <0.1 <0.2 0.3 0.5 2 <1 0.1 1.8 0.2 <0.5 0.2 <0.1 0.2 0.06 

J-104 4 1.3 167 2.0 0.2 <8 <0.1 1.2 <0.2 0.2 0.6 1 <1 <0.1 0.9 <0.1 <0.5 <0.1 <0.1 0.4 0.07 

J-114 2 0.5 177 1.3 0.2 <8 <0.1 1.2 <0.2 <0.2 0.4 1 <1 <0.1 2.2 <0.1 <0.5 <0.1 <0.1 0.1 0.11 

J-124 3 0.8 162 1.7 0.2 <8 <0.1 0.7 <0.2 <0.2 0.6 1 <1 <0.1 0.6 <0.1 <0.5 <0.1 <0.1 0.4 0.01 

J-134 2 <0.1 185 0.5 <0.1 <8 <0.1 0.3 <0.2 <0.2 0.5 <1 <1 <0.1 0.6 <0.1 <0.5 <0.1 <0.1 0.2 0.02 

J-144 <1 <0.1 148 0.5 <0.1 <8 <0.1 0.8 <0.2 <0.2 0.2 <1 <1 <0.1 0.6 <0.1 <0.5 <0.1 <0.1 <0.1 0.02 

J-154 2 <0.1 140 1.9 <0.1 <8 <0.1 0.4 <0.2 <0.2 0.4 2 <1 <0.1 0.5 <0.1 <0.5 <0.1 <0.1 0.2 0.02 

 

Sample La Ce Pr Nd Sm Eu Gd Tb Dy Y Ho Er Tm Yb Lu TREE Ce/Ce* Eu/Eu* Pr/Pr* La/La* La/Sm Dy/Sm Y/Ho Er/Nd Nd/Yb 

J-1 2.6 1.3 0.43 2.1 0.32 0.09 0.56 0.09 0.57 8.1 0.15 0.51 0.06 0.41 0.06 9.25 0.3 0.9 1.3 2.2 1.4 1.7 54 0.24 0,5 

J-4 1.6 0.7 0.21 0.9 0.15 0.04 0.23 0.04 0.31 3.4 0.06 0.17 0.02 0.15 0.02 4.60 0.2 0.9 1.4 2.0 1.9 2.0 57 0.19 0,6 

J-5 4.8 3.4 0.99 4.0 0.76 0.16 0.85 0.12 0.76 6.4 0.15 0.45 0.05 0.33 0.05 16.87 0.3 0.9 1.5 1.1 1.1 1.0 43 0.11 1,1 

J-8 4.0 1.5 0.67 2.9 0.53 0.13 0.69 0.09 0.59 5.2 0.13 0.33 0.04 0.22 0.04 11.86 0.2 0.9 1.6 1.6 1.3 1.1 40 0.11 1,2 

J-12 4.3 2.1 0.80 3.4 0.70 0.16 0.78 0.10 0.73 6.7 0.15 0.41 0.06 0.35 0.04 14.08 0.2 0.9 1.5 1.4 1.1 1.0 45 0.12 0,9 

J-17 2.2 1.1 0.37 1.5 0.34 0.07 0.43 0.06 0.38 3.9 0.09 0.29 0.03 0.21 0.03 7.10 0.3 0.8 1.5 1.4 1.1 1.1 43 0.19 0,7 

J-19 5.1 2.6 1.01 4.2 0.88 0.20 1.06 0.14 0.81 7.4 0.18 0.51 0.06 0.37 0.06 17.18 0.2 0.9 1.6 1.2 1.0 0.9 41 0.12 1,1 

J-24 10.3 4.2 2.08 8.9 1.68 0.37 1.95 0.27 1.66 13.8 0.36 1.03 0.13 0.80 0.11 33.84 0.2 0.9 1.6 1.3 1.1 1.0 38 0.12 1,0 

J-28 8.9 6.3 2.08 8.4 1.81 0.40 2.01 0.30 1.64 13.6 0.41 1.15 0.16 0.99 0.16 34.71 0.3 0.9 1.5 1.0 0.9 0.9 33 0.14 0,8 
J-32 4.0 1.3 0.77 3.2 0.58 0.16 0.90 0.13 0.85 9.9 0.19 0.63 0.07 0.48 0.07 13.33 0.2 0.9 1.7 1.3 1.2 1.4 52 0.20 0,6 

J-37 7.7 2.6 1.39 6.1 1.11 0.27 1.39 0.19 1.28 14.9 0.30 0.88 0.11 0.72 0.10 24.14 0.2 0.9 1.6 1.5 1.2 1.1 50 0.14 0,8 

J-42 3.6 1.8 0.73 3.2 0.62 0.16 0.83 0.11 0.78 8.1 0.18 0.50 0.07 0.43 0.06 13.07 0.2 0.9 1.5 1.3 1.0 1.2 45 0.16 0,7 

J-47 2.6 1.7 0.46 1.9 0.36 0.09 0.51 0.07 0.52 4.5 0.09 0.39 0.04 0.26 0.04 9.03 0.3 0.9 1.4 1.4 1.3 1.4 50 0.20 0,7 

J-52 8.4 2.1 1.48 5.8 1.31 0.32 1.69 0.24 1.59 15.4 0.33 1.05 0.13 0.76 0.12 25.32 0.1 0.9 1.8 1.2 1.1 1.2 47 0.18 0,7 

J-58 4.7 2.5 0.72 3.2 0.52 0.14 0.83 0.12 0.83 12.0 0.22 0.65 0.09 0.47 0.09 15.08 0.3 0.9 1.4 1.8 1.6 1.6 55 0.20 0,6 

J-62 1.6 0.7 0.21 1.0 0.22 0.04 0.27 0.04 0.23 3.3 0.05 0.20 0.02 0.16 0.02 4.76 0.2 0.7 1.3 2.6 1.3 1.0 66 0.20 0,6 

J-68 1.9 1.7 0.39 1.5 0.37 0.09 0.48 0.07 0.39 3.9 0.08 0.29 0.03 0.20 0.03 7.52 0.4 0.9 1,4 1.0 0.9 1.0 49 0.19 0,7 

J-75 2.0 1.3 0.37 1.5 0.31 0.07 0.41 0.06 0.40 4.0 0.09 0.27 0.03 0.22 0.03 7.06 0.3 0.8 1.5 1.3 1.1 1.3 44 0.18 0,6 

J-82 1.3 0.9 0.18 0.8 0.14 0.04 0.26 0.04 0.23 2.7 0.05 0.14 0.02 0.12 0.02 4.24 0.4 0.8 1.2 2.0 1.6 1.6 54 0.17 0,6 

J-89 2.1 1.2 0.39 1.8 0.34 0.09 0.51 0.07 0.46 4.8 0.09 0.29 0.04 0.23 0.03 7.64 0.3 0.9 1.4 1.7 1.1 1.3 53 0.16 0,7 
J-96 4.9 3.2 1.00 4.4 0.84 0.22 1.07 0.16 0.94 8.3 0.21 0.57 0.07 0.46 0.07 18.11 0.3 1.0 1.4 1.3 1.0 1.1 40 0.13 0,9 

J-104 2.6 1.5 0.47 1.8 0.41 0.10 0.51 0.07 0.51 4.4 0.09 0.29 0.04 0.25 0.04 8.68 0.3 0.9 1.6 1.2 1.1 1.2 49 0.16 0,7 

J-114 1.9 1.4 0.34 1.5 0.26 0.09 0.41 0.05 0.38 3.6 0.08 0.27 0.03 0.17 0.03 6.91 0.4 1.2 1.3 1.5 1.3 1.4 45 0.18 0,8 

J-124 3.6 1.9 0.58 2.4 0.53 0.13 0.76 0.11 0.70 7.7 0.17 0.49 0.07 0.42 0.07 11.93 0.3 0.9 1.5 1.5 1.2 1.3 45 0.20 0,5 

J-134 2.4 1.3 0.36 1.5 0.28 0.09 0.47 0.07 0.47 5.5 0.11 0.33 0.04 0.29 0.05 7.76 0.3 1.0 1.4 1.6 1.6 1.6 50 0.22 0,48 

J-144 1.7 0.9 0.24 1.1 0.24 0.06 0.31 0.04 0.31 3.9 0.07 0.21 0.02 0.18 0.02 5.40 0.3 0.9 1.3 2.2 1.3 1.3 56 0.19 0,6 

J-154 1.8 0.5 0.24 1.0 0.22 0.05 0.29 0.04 0.31 4.5 0.07 0.23 0.03 0.20 0.03 5.01 0.2 0.8 1.6 1.8 1.5 1.4 64 0.23 0,5 

 

Sample Mo/

U 

V/Cr Ni/Co U/Th V/(V
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Sr 

K/ 

Rb 

Si/ 

Al 
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Al 
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Al 
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Nb 
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Yb 

Rb/

Cs 
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Cr 

Cr/ 

Ta 

Cr/ 

Th 

Nb/

U 

(Rb+Cs)

/La 

Zr/(Nb*

Ta) 

(Zr*Hf)/

Nb 

(Zr*Hf)/

(Nb*Ta) 

Ga/

Rb 

Mg/

Al 

P2O5/ 

Al2O3 

Zn/Sc (Sr/Ca) 

*10-4 

Al/(Ca+Mg+K+Na) 

*10-3 

                            

J-1 1 0.58 0.3 0.5 0.99 0.46 830 7 

5.9 0.11 3 1.46 1 0.02

2 

137 68 3 0.077 3 0.2 2 5 5.02 1 1 4.22 1.3276 

J-4 1 0.58 2.3 0.5 0.92 0.56 830 7 

5.9 0.11 7 4.67 1 0.00

7 

137 68 1 0.125 7 0.7 7 5 3.42 1 2 3.49 1.3311 

J-5 1 0.58 0.2 0.2 0.99 0.53 356 3.6 

 

0.4 

 

0.07 

 

37 

 

22.7 

 

14 

 

0.01

4 

 

137 

 

27 

 

2 

 

0.312 

 

37 

 

7.4 

 

7.5 

 

0.36 

 

2.49 

 

0.06 

 

3 

 

3.7 

 

2.1471 

J-8 0.25 0.58 1.3 2 0.91 0.95 830 13 

 

8.0 

 

0.56 

 

11 

 

5 

 

1 

 

0.00

7 

 

137 

 

68 

 

0.25 

 

0.050 

 

11 

 

1.1 

 

1.1 

 

5 

 

22.1

9 

 

0.5 

 

5 

 

4.14 

 

0.2677 

J-12 0.75 0.58 0.2 2 0.99 0.6 830 97 

 

1.7 

 

0.38 

 

10 

 

2.85 

 

1 

 

0.00

7 

 

137 

 

68 

 

0.25 

 

0.046 

 

10 

 

1 

 

1 

 

5 

 

17.8

3 

 

0.67 

 

4 

 

6.73 

 

0.4117 

J-17 0.25 0.58 4.0 2 0.87 0.5 830 64 

2.9 0.56 8 3.81 1 0.00

7 

137 68 0.25 0.091 8 0.8 0.8 5 19.3

5 

0.5 3 3.96 0.2692 

J-19 0.1 0.58 0.7 5 0.94 0.67 830 118 

4.4 0.56 26 7 1 0.00

7 

137 68 0.1 0.039 26 2.6 2.6 5 25.0

4 

0.5 3 5.99 0.2730 

J-24 0.5 0.58 1.9 1 0.84 1.12 246 63 

 
0.3 

 
0.05 

 
41 

 
5.12 

 
27 

 
0.00

7 

 
137 

 
34 

 
0.25 

 
0.272 

 
41 

 
4.1 

 
4.1 

 
0.18 

 
2.33 

 
0.09 

 
4 

 
10.09 

 
3.2274 

J-28 0.11 

1.09 

1.2 1.1 0,96 0.19 229 53 

 

0.1 

 

0.04 

 

23 

 

9.5 

 

15 

 

0.02

9 

 

137 

 

17 

 

0.44 

 

0.910 

 

23 

 

4.6 

 

4.7 

 

0.06 

 

0.53 

 

0.03 

 

1 

 

15.89 

 

12.3573 

J-32 0.5 0.58 0.3 1 0.97 1.41 830 101 

5.9 0.11 14 2.91 1 0.00

7 

137 68 0.5 0.050 14 1.4 1.4 5 3.99 3 4 7.04 1.3470 

J-37 0.11 0.58 1.8 4.5 0.90 0.49 332 97 

 

0.6 

 

0.09 

 

46 

 

6.39 

 

10 

 

0.00

7 

 

137 

 

68 

 

0.11 

 

0.143 

 

46 

 

4.6 

 

4.6 

 

0.5 

 

3.23 

 

0.33 

 

8 

 

9.09 

 

1.8017 

J-42 0.5 0.58 1.0 1 0.97 0.95 830 12 

 

1.9 

 

0.38 

 

15 

 

3.49 

 

1 

 

0.00
7 

 

137 

 

68 

 

0.5 

 

0.055 

 

15 

 

1.5 

 

1.5 

 

5 

 

11 

 

0.33 

 

4 

 

4.09 

 

0.3992 

J-47 0.5 0.58 2.0 1 0.95 0.36 277 5 

 

0.6 

 

0.11 

 

16 

 

6.15 

 

9 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.385 

 

16 

 

1.6 

 

1.6 

 

0.55 

 

5.36 

 

0.1 

 

3 

 

5.46 

 

1.3324 

J-52 0.5 0.58 0.3 1 0.99 0.99 830 8 

 

1.2 

 

0.23 

 

21 

 

2.76 

 

1 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.024 

 

21 

 

2.1 

 

2.1 

 

5 

 

5.94 

 

0.4 

 

6 

 

3.96 

 

0.6628 

J-58 0.5 0.58 1.0 0.7 0.97 0.47 255 3 

 

0.5 

 

0.10 

 

36 

 

7.66 

 

13 

 

0.00

7 

 

137 

 

46 

 

0.5 

 

0.298 

 

36 

 

3.6 

 

3.6 

 

0.38 

 

4.46 

 

0.36 

 

5 

 

4.19 

 

1.4665 

J-62 1 0.58 0.5 0.5 0.99 0.43 237 4 

 
0.8 

 
0.16 

 
9 

 
11.9 

 
7 

 
0.01

4 

 
137 

 
68 

 
2 

 
0.500 

 
9 

 
0.9 

 
0.9 

 
0.71 

 
5.54 

 
0.14 

 
1 

 
4.48 

 
0.9301 

J-68 0.5 0.58 0.5 1 0.99 0.37 207 3 

 

1.4 

 

0.28 

 

14 

 

7 

 

4 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.263 

 

14 

 

1.4 

 

1.4 

 

1.25 

 

10.8

6 

 

0.25 

 

1 

 

5.29 

 

0.5280 

J-75 1 0.58 0.5 0.5 0.99 0.48 207 3 

 

1.4 

 

0.28 

 

12 

 

5.45 

 

4 

 

0.00

7 

 

137 

 

68 

 

1 

 

0.250 

 

12 

 

1.2 

 

1.2 

 

1.25 

 

7.71 

 

0.25 

 

1 

 

3.99 

 

0.5276 

J-82 1 0.58 0.5 0.5 0.99 0.41 830 4 

 

5.9 

 

0.11 

 

14 

 

11.7 

 

1 

 

0.00

7 

 

137 

 

68 

 

1 

 

0.154 

 

14 

 

1.4 

 

1.4 

 

5 

 

3.65 

 

1 

 

1 

 

4.71 

 

1.3182 

J-89 1 0.58 2.5 0.5 0.95 0.47 277 6 

 
1.9 

 
0.38 

 
12 

 
5.22 

 
3 

 
0.00

7 

 
137 

 
68 

 
1 

 
0.190 

 
12 

 
1.2 

 
1.2 

 
1.67 

 
9.48 

 
0.33 

 
3 

 
4.11 

 
0.3972 

J-96 0.5 

 

0.65 

0.5 0.7 0.99 0.53 194 16 

 

0.5 

 

0.05 

 

21 

 

9.35 

 

15 

 

0.01

4 

 

137 

 

46 

 

1 

 

0.653 

 

21 

 

2.1 

 

2.1 

 

0.17 

 

1.71 

 

0.04 

 

2 

 

3.78 

 

3.0318 

J-104 0.5 0.58 6.0 1 0.87 0.46 191 8 

 

0.5 

 

0.10 

 

20 

 

8 

 

13 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.538 

 

20 

 

2 

 

2 

 

0.38 

 

3.83 

 

0.09 

 

1 

 

4.25 

 

1.4699 

J-114 0.5 0.58 6.0 1 0.87 0.43 166 50 

 

1.4 

 

0.28 

 

13 

 

7.65 

 

5 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.316 

 

13 

 

1.3 

 

1.3 

 

1 

 

9.43 

 

0.25 

 

1 

 

4.54 

 

0.5377 

J-124 0.5 0.58 3.5 1 0.92 0.47 207 2 

 

1.0 

 

0.16 

 

17 

 

4 

 

8 

 

0.00

7 

 

137 

 

68 

 

0.5 

 

0.250 

 

17 

 

1.7 

 

1.7 

 

0.62 

 

5.38 

 

0.14 

 

1 

 

4.07 

 

0.9253 

J-134 1 0.58 1.5 0.5 0.96 0.42 830 11 

5.9 0.11 5 1.72 1 0.00

7 

137 68 1 0.083 5 0.5 0.5 5 4.1 1 1 4.65 1.3221 

J-144 1 0.58 4.0 0.5 0.91 0.52 830 23 

 

5.9 

 

0.11 

 

5 

 

2.78 

 

1 

 

0.00

7 

 

137 

 

68 

 

1 

 

0.118 

 

5 

 

0.5 

 

0.5 

 

5 

 

3.19 

 

1 

 

1 

 

3.71 

 

1.3213 

J-154 1 0.58 2.0 0.5 0.95 0.55 830 4 

 

5.9 

 

0.11 

 

19 

 

9.5 

 

1 

 

0.00

7 

 

137 

 

68 

 

1 

 

0.111 

 

19 

 

1.9 

 

1.9 

 

5 

 

2.85 

 

1 

 

2 

 

3.50 

 

1.3160 
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Lithogeochemistry 

In the Late Silurian-Middle Devonian, the Bozdağ Formation is composed of limestone 
deposits in the continental margin marine environment field photographsphs of the Bozdağ 
limestones are played in Fig. 4. The lithogeochemical results of the Bozdağ limestones are shown 
in Tables 2 to 5. In some examples, the concentrations of Na, Mn, and P at very low/below limit 
values indicate the presence of minerals such as phosphates or the adsorption of these elements 
on clay minerals. Some examples show relatively high concentrations of lithophile elements 
reflecting the pelitic-marl composition. As emphasized by Kuchenbecker et al. (2016), another 
feature is the low Na/K ratio, which can be directly related to the clay mineralogy.  

Furthermore, the Rb/Sr ratios reflect the carbonate fraction and the relative abundance of the 
terrigenous content. Very low Rb/Sr ratios (0-0.02; average 0.004) in the Bozdağ limestone samples 
have lower values than the average upper crust value (0.32). 

REE+Y shapes of the Bozdağ limestones typically show marine formation (Fig. 9a). Again, 
the Zr contents of the Bozdağ limestone samples show enrichment in only 5 samples (> 4 ppm, n 
= 27 samples, eg. Frimmel, 2009), which express a small amount of terrestrial material input during 
the deposition of limestones (Fig. 9b). In addition, the total rare earth element content of the 
Bozdağ limestones (4.2 - 34.7 ppm) is much lower than the standard North American Shale 
Composition (173 ppm).  

Terrestrial input to the environment in which the Bozdağ limestones settled was mostly in the 
30-55 m range (Fig. 6). The size of the terrestrial input particles in the Bozdağ limestone varies 
from clay to sand. The source of the terrestrial input in the Bozdağ limestone samples falls into the 
moist and arid climate zone (Fig. 9c). 

 

 
 

Fig. 9. a) Rare earth elements diagram normalized according to North American Shale Composition (NASC). 

b) Zr content of the Bozdağ limestones. c) In the diagram of SiO2 % versus Al2O3 + K2O + Na2O, some of the 

Bozdağ limestone samples fall humid, and some of them are in the arid climate zone. d) The normalized (NASC) 
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REE+Y diagram of the Bozdağ limestone samples. The gray color indicates today's seawater. e) Diagram 

showing the relationship between Ce/Ce* and Pr/Pr* for the Bozdağ limestone samples (Bau et al., 1997 method 

is used). All samples show positive La and negative Ce anomalies. f) Fe/Al ratio as an oxic-anoxic marker. 

 

Major and Trace Elements Geochemistry 

 

The elemental and isotopic compositions of the investigeted carbonates are notified in Table 
1 to 4 and demonstrated in Fig. 6. The Bozdağ limestones have SiO2 values ranging from 0.04 to 
33% (mean 2.81%), Al2O3 values ranging from 0 to 0.62% (average 0.08%), Fe2O3 values ranging 
from 0 to 0.11% (average 0.02%), K2O values ranging from 0 to 0.21% (average 0.02%), TiO2 
values ranging from 0 to 0.02% (average 0.001%), P2O5 values ranging from 0 to 0.04% (average 
0.009%), MnO values ranging from 0 to 0.05% (average 0.01%), Na2O values 0%, CaO values 
ranging from 36.64 to 56.01% (average 53.94%) and MgO values ranging from 0.25 to 0.47% 
(average 0.35%), respectively (Table 2). 

SiO2 content of the Bozdağ limestones displays a strong positive correlation with Al2O3, K2O, 
TiO2, TREE, a weak positive correlation with Fe2O3, P2O5, MnO, and a strong negative correlation 
with CaO, but not correlated with MgO and Na2O (Table 1). 

The trace element composition of the Bozdağ Formation limestone samples is presented in 
Table 3. The samples of the Bozdağ limestone have Sr values between 138 and 416 (average 197 
ppm), Rb values between 0 and 7.6 (average 0.83 ppm), Ba values between 0 and 45 ppm (average 
8.5 ppm), Zr values between 0.5 and 9.4 ppm (average 2.3 ppm), U values between 0 and 1 ppm 
(average 0.2 ppm), V values between 0 and 15 ppm (average 0.9 ppm), Mo values between 0 and 
0.3 ppm (average 0.02 ppm), Ni values between 0 and 1.5 ppm (average 0.5 ppm), Co values 
between 0 and 0.8 ppm (average 0.2 ppm), Th values between 0 and 0.8 ppm (average 0.09 ppm), 
Zn values between 0 and 6 ppm (average 2.5 ppm), Pb values between 0.2 and 3.2 ppm (average 
0.9 ppm), Cu values between 0.5 and 17.2 ppm (average 4.4 ppm), Hf values between 0 and 0.2 
ppm (average 0.02 ppm), Nb values between 0 and 0.4 ppm (average 0.05 ppm) and Cs values 
between 0 and 0.8 ppm (average 0.03 ppm),  respectively (Table 3).  

In the Bozdağ limestone samples, a strong positive correlation is observed between Rb and 
K2O, and between SiO2 and Al2O3 with Rb, Sr, Ba, Zr, V, Sc, Th (Table 1). Again, there is a strong 
positive correlation between K2O and TiO2 with Rb, Sr, Ba, Zr, V, Sc, Th in the Bozdağ limestone 
samples (Table 1). However, a strong negative correlation between CaO with Rb, Sr, Ba, Zr, V, Sc, 
and Th is observed (Table 1).  

Mo/U, V/Cr, Ni/Co, U/Th, V/(V+Ni), and FeT/Al ratios are used to determine the redox 
conditions (eg. Taylor and McLennan, 1985; Hatch and Leventhal, 1992; Jones and Manning, 
1994;) (Table 6). 

 
Table 6. Some element concentrations used to evaluate the paleoredox conditions 

 

The Mo/U, V/Cr, Ni/Co, U/Th and V/(V+Ni) ratios of the Bozdağ limestone samples vary 
between 0.5 and 0.75 (average 0.05), between 0 and 1.1 (average 0.07), between 0 and 6 (average 
1.6), between 0 and 1.12 (average 0.17) and between 0 and 1 (average 0.07), respectively (Table 5).  

Element ratio Oxic Dyoxic Anoxic Euxinic Authors 

Ni/Co <5 5-7 >7   

Jones and Manning (1994) V/Cr <2 2-4.5 >4.5  

U/Th <0.75 0.75-1.25 >1.25  

V/(V+Ni) <0.46 0.46-0.60 0.54-0.82 >0.84 Hatch and Leventhal (1992) 
FeT/Al   >0.5  Taylor and McLennan (1985) 
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In addition, the Mn/Sr ratios of the Bozdağ Formation limestone samples are less than 3 (0 
to 1.1; average 0.4), indicating that they undergo insignificant diagenetic alteration (Table 5).  

The total REE+Y content of the studied limestone samples is listed in Table 4. The total rare 
earth element contents of the Bozdağ limestone samples are 4.24-34.71 ppm (average 12.76 ppm) 
and are very low compared to present-day marine sediments and North American Shale 
Composition (NASC). The samples of the Bozdağ limestone are normalized to North American 
Shale Composition (NASC; Haskin et al., 1968), rare earth elements have uniform depletion, 
positive La anomaly, negative Ce anomaly and remarkable positive Y anomaly (Table 4; Fig. 9a). 
Total rare earth element depletion is also supported by (Nd/Yb) (0.47 to 1.23; average 0.73) ratios 
of limestone samples (Table 4).  

LaN and CeN anomalies were specified to show positive La and negative Ce anomalies 
(La/La*=0.99 to 2.61; Ce/Ce*=0.12 to 0.43; Pr/Pr*=1.24 to 1.83, respectively) by using the 
relationships shown in Fig. 9e. In addition, the REE+Y values normalized to the North American 
Shale Composition of limestone samples indicate that all samples indicate marine origin, not under 
the influence of any hydrothermal input, and some of them fell into the present marine 
environment (Fig. 9d). In addition, the samples show weak negative Eu anomaly and reasonable 
positive Y anomaly.  

The TREE contents of the Bozdağ limestones, display a moderate positive correlation with 
Si, Al, Fe, K, Ti, P, Mn, Sr, Rb, Ba, Zr, Co, Sc, Th, U, Zn, and a strong negative correlation with 
Ca (Table 1). 

 
Stable Isotope Geochemistry 
 
The δ13C values in the Bozdağ limestone samples ranged from 0.63 to 3.73 (average 2.5), while 

δ18O values ranged from -9.15 to -2.12 (average -4.9) (Table 7). In addition, a very weak positive 
relationship was observed between δ13C and δ18O isotope values of the Bozdağ limestones (Fig. 
10a).  

In Fig. 6, the distribution of δ18O and δ13C isotope values of the Bozdağ limestone samples 
are given from the base to the top of the sequence. According to these Figs. 6 and 10, δ18O and 
δ13C isotope values in the Bozdağ limestone samples show a decrease in some levels and an increase 
in some levels.  

There was no correlation between δ18O and δ13C isotope values and Mn/Sr ratios in the 
Bozdağ limestone samples (Fig. 10b, c). Again, between Mg/Ca ratios and Mn/Sr, δ18O and δ13C 
isotope values of the Bozdağ limestone samples were observed very weak positive, very weak 
negative, and very weak positive correlation, respectively (Fig. 10d-f). 

The temperatures at which the Bozdağ Formation limestones were exposed during diagenetic 
processes were calculated with the formula by Fritz and Smith (1970) (Table 7). The OSMOW isotope 
value of the Late Silurian-Middle Devonian sea was taken as -4 during the calculations. According 
to this, the temperature values of the Bozdağ limestone samples vary between 72 and 134 oC. 
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Table 7. δ13C and δ18O isotope values of the Bozdağ Formation limestone samples 

 

 

Sample δ18O(VPDB) δ13C(VPDB) δ18O(VSMOW)  Diagenesis temperature oC 

J-1 -5.50 3.71 25.2 100 

J-2 -9.15 2.91 21.5 134 

J-3 -7.11 2.94 23.6 115 

J-4 -3.83 1.94 27.0 86 

J-5 -4.94 3.34 25.8 95 

J-6 -3.99 2.87 26.8 87 

J-8 -5.14 2.93 25.6 97 

J-9 -4.02 3.09 26.8 87 

J-10 -2.27 3.33 28.6 73 

J-11 -8.02 1.94 22.6 123 

J-12 -6.67 2.74 24.0 110 

J-13 -2.71 2.45 28.1 77 

J-14 -4.23 3.73 26.5 89 

J-15 -2.91 1.92 27.9 78 

J-17 -3.56 1.20 27.2 84 

J-19 -3.59 1.90 27.2 84 

J-21 -2.12 3.04 28.7 72 

J-24 -5.81 2.58 24.9 103 

J-28 -7.66 1.32 23.0 120 

J-32 -2.80 2.81 28.0 78 

J-37 -6.76 0.63 23.9 111 

J-42 -5.49 1.69 25.3 100 

J-47 -3.20 2.66 27.6 81 

J-52 -5.49 2.71 25.3 100 

J-58 -5.00 3.17 25.8 96 

J-62 -4.35 2.36 26.4 90 

J-68 -5.55 2.86 25.2 100 

J-75 -6.00 2.78 24.7 104 

J-82 -5.25 1.99 25.5 98 

J-89 -5.71 2.12 25.0 102 

J-96 -5.39 2.48 25.3 99 

J-104 -4.49 2.11 26.3 91 

J-114 -5.21 2.62 25.5 97 

J-124 -4.34 2.09 26.4 90 

J-134 -3.89 2.65 26.9 86 

J-144 -5.10 2.00 25.6 96 

J-154 -2.88 3.17 27.9 78 
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Figure 10. a) diagram of δ13C versus δ18O of the Bozdağ limestone samples, b) the relationship between δ18O and 

Mn/Sr of the Bozdağ limestone samples, c) the relationship between δ13C and Mn/Sr of the Bozdağ limestone 

samples, d) the relationship between Mn/Sr and Mg/Ca of the Bozdağ limestone samples, e) the relationship 

between Mg/Ca and δ18O of the Bozdağ limestone samples, f) the relationship between Mg/Ca and δ13C of the 

Bozdağ limestone samples, g) the relation between Mg/Ca and diagenetic temperature (oC) values of the Bozdağ 

limestone samples, h) the relationship between δ18O isotope and diagenetic temperature (oC) values of the Bozdağ 

limestone samples. 

 

A very weak positive correlation is observed between the Mg/Ca ratios and the diagenetic 
temperature values of our samples (Fig. 10g). Considering the change in the ratio of the Mg/Ca 
and diagenetic process temperature values from the base to the top of the sequence, it is seen that 
these values offer fluctuation, that is, the decrease-increase states repeat many times. The 
relationship between diagenetic temperatures and δC and δO isotope values of the Bozdağ 
Formation limestone samples was investigated and a very strong negative relationship was found 
between the temperature and the δO isotope values (R=-0.98), that is, while the temperature 
increases, δO isotope values decrease; It was found that there was no relationship between 
temperature and δC isotope values, ie temperature increase did not affect δC isotope values (Figs. 
10h, 11a-c). Therefore, δC isotope ratios are not affected by diagenetic temperatures and they can 
be used in chemical stratigraphic studies. However, δO isotope values have the possibility of losing 
their original composition due to diagenetic alteration, and therefore should be used carefully in 
chemical stratigraphic studies.  
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Furthermore, there is a very low correlation or no correlation between δ13C and δ18O, Sr, Fe, 
Mn, and Mn/Sr (Figs. 11d-f, 10b,c). Again, a weak negative correlation is observed between δ18O 
and Sr and Fe (Fig. 11g,h). 

Joachimski et al. (2009) stated the oxygen isotope composition of surface waters in epeiric seas 
may be influenced by higher evaporation or enhanced freshwater input. Whereas enhanced 
evaporation will result in higher salinities and δ18O values, freshwater input will lower the salinity 
and δ18O of surface waters. Late Silurian-Middle Devonian temperatures are 32oC and 22oC, 
respectively, on average at 27oC (Joachimski et al., 2009). Calculated temperature values using δ18O 
values of the Bozdağ limestones yield precipitation temperatures of 72 to 134°C, and suggest burial 
depths of 1500 to 3500 m, i.e., they express intermediate to deep burial (assuming a normal 
geothermal gradient 30 km−1). 

 

 
Figure 11. a) the relationship between δ13C isotope and diagenetic temperature (oC) values of the Bozdağ limestone 

samples, b) the opposite relationship between δ18O isotope and diagenetic temperature (oC) values of the Bozdağ 

limestone samples, c) there is no relation between δ13C isotope and diagenetic temperature (oC) values of the Bozdağ 

limestone samples along the sequence, d) the relation between δ13C and Sr of limestone samples of Bozdağ 

Formation, e) the relation between δ13C and Fe of limestone samples of Bozdağ Formation, f) the relation between 

δ13C and Mn of limestone samples of Bozdağ Formation, g) the relation between δ18O and Sr of limestone samples 

of Bozdağ Formation, h) the relation between δ18O and Fe of limestone samples of Bozdağ Formation. 
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Discussion 

 

Evaluation of Sample Protection 

 

In geochemical studies, the degree of protection of the textural and chemical properties of the 
samples to be analyzed is very important. The process of diagenesis may cause some elements to 
enrich and some to become poor. Besides, diagenesis has a change effect on stable δ18O and δ13C 
isotope values. Therefore, it is important to determine the degree of variation of the collected 
samples during the diagenesis before the transition to the geochemistry of the carbonate rocks. 
Some tests should be performed to determine the degree of this change. 

As Brand and Veizer (1980) state, textural change in carbonate rocks may occur as a result of 
the transformation of unstable minerals into more stable minerals (Wang et al., 2017). During 
diagenesis, micritic and/or sparrytic calcite can be transformed into larger sparrytic calcite by 
neomorphism. In all of the Bozdağ limestone samples, it was observed that the limestones, which 
were initially micritically deposited, were largely microsparrytic and to a lesser extent sparrytic 
limestone. However, we must state that micritic texture is preserved to a small extent in some 
samples.  

Elemental ions such as Sr, Mg, Fe, and Mn can participate in carbonate minerals. Meteoric 
waters have low Sr2+, but high Fe2+ and Mn2+ contents (Brand and Veizer, 1980; Wang et al., 2017). 
The δ18O and δ13C isotope values in the meteoric waters are more negative than the δ18O and δ13C 
isotope values of seawater. Therefore, while the diagenetic process causes enrichment in Fe+2 and 
Mn+2 content, it will cause depletion in Sr+2, δ18O ve δ13C content. In contrast, Mg+2 content may 
increase or decrease depending on the original carbonate mineral (Brand and Veizer, 1980; Wang 
et al., 2017). So, as Wang et al. (2017) emphasized, changes in trace elements are important markers 
because they can reflect the degree of diagenesis and carbonate alteration after sedimentation.  

Furthermore, because our samples have low Mn/Sr ratios, may, therefore, reject the possibility 
of diagenetic alteration in the Bozdağ limestone samples. Again, low Mg/Ca ratios in the Bozdağ 
limestones further exclude the possibility of dolomitization. A non-linear correlation between 
Mn/Sr and Mg/Ca further excludes the probability of metamorphic dolomitization in the Bozdağ 
samples (Fig. 10d). 

The elements Sr and Mn are sensitive elements of post-deposition diagenesis (Wang et al., 
2017). While Sr2+ is easily removed from the carbonate lattice by meteoric diagenesis, Mn2+ can be 
easily absorbed from the diagenetic water into the carbonate lattice during post-deposition 
diagenesis (Brand and Veizer, 1980; Wang et al., 2017). 

The Mn/Sr ratio of the Bozdağ limestone samples changed from 0.2 to 1.4 (average 0.4), and 
the isotope values retained their original seawater characteristics. Therefore, the δ18O and δ13C 
isotope values of the Bozdağ limestone samples can be used in geochemical interpretations.  

The δ18O isotope values of the Bozdağ limestone samples show a sudden rise and fall in some 
levels from the base to the top of the sequence. This may suggest, in the mesodiagenetic process, 
in the middle and upper levels of the sequence, possibly in areas with high effective porosity, under 
the influence of geothermal or hydrothermal fluids or under the influence of meteoric waters 
during telodiagenesis. However, δ13C isotope values of carbonates affected by meteoric waters are 
negative. Therefore, the δ13C isotope values of the Bozdağ limestone samples are positive and 
suggest that there is no meteoric water diagenesis.  In addition, the δ18O isotope values are more 
sensitive to temperature, thus reaching more negative values as the temperature increases 
(burial/hydrothermal). Hydrothermal effects show positive Eu and high Ba values. However, the 
weak negative Eu (Fig. 9a,d) and low Ba values are observed in the Bozdağ limestone samples. In 
particular, even at levels that have very low δ18O isotope values, low Ba is observed (Tables 9 and 
2). In addition, any hydrothermal effect is not observed in our samples in Fig. 9d. Again, in our 
Y/Ho-Eu/Sm diagram (Fig. 12a), it is observed that our samples retain their original seawater 
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characteristics and do not remain under the influence of hydrothermal water. Therefore, we can 
say that there is a geothermal fluid effect caused by the increase in temperature due to burial. 

 

 
Figure 12. a) Diagram of Y/Ho versus Eu/Sm. Samples retained seawater characteristics. b) The location of 

Bozdağ limestone samples on the K2O-Rb diagram. OT: the trend of granite on the ridge of the ocean, GT: GT: 

granule trend. The gray-colored zone is a magmatic rock trend (after Rudnick et al., 1985; Maity and Indares, 

2018). c) The position of the Bozdağ limestone samples on the very weak positive correlation δ13C versus δ18O 

diagram (Diagram is taken from Salama et al., 2016). No meteoric water interaction is observed in the samples, 

very little diagenetic effect, protection of primary properties, and significant climatic effects are observed in nearly all 

samples. d) δ18O-δ13C cross plot of all data from this study, the diagram is taken from Nakamura (2015). 

 

Ce anomaly values in the Bozdağ limestone samples changed from 0.13 to 0.43 (average 0.27; 
n = 27). As some researchers (eg, Elderfield and Greaves, 1982; Piepgras and Jacobsen, 1992) 
emphasized, the Ce/Ce* ratios change from <0.1 to 0.4 in oceanic water. In the average shale, the 
ratio of Ce/Ce* is around 1 (Murray et al., 1991). In addition, the (La/Sm)N ratio in all samples of 
the Bozdağ limestones is >0.87, and the lack of correlation between Ce anomaly and La/Sm (R = 
-0.06), as Chen et al. (2012) emphasized, shows that there is no effect of diagenesis on true Ce 
anomaly values. Therefore, negative Ce anomalies of the Bozdağ limestone samples display oceanic 
water characteristics. 

Rudnick et al. (1985) and Bauernhofer et al. (2009) emphasized that the K/Rb ratios of the 
high-grade metamorphic rocks are higher (ie, ≥500 in the granite facies), that the non-metamorphic 
igneous rocks 230 (except for the oceanic tholeiites) and the shales have 200 K/Rb ratios. The 
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K/Rb ratios of the Bozdağ limestone samples (0.0083 to 0.083) are quite low and do not show any 
metamorphism effect. Although K and Rb are thought to be mobile during transport, diagenesis, 
and metamorphism, many investigators (eg, El-Bialy, 2013) have been found to be effective and 
relatively uniform in their determination of source rocks. Furthermore, in the K2O-Rb diagram 
presented in Fig. 12b, the Bozdağ limestone samples are mostly located in the region of the trend 
of magmatic rocks; the Bozdağ limestone samples retain their primary sedimentary rock properties, 
ie they are not affected by metamorphism, but only by diagenetic processes. Therefore, it is seen 
that the primary geochemical characteristics of the Bozdağ limestones are largely preserved and the 
unit can be used in the interpretation of paleo-environmental conditions and in the study of 
geochemistry. 

The δ13C values of the Bozdağ limestone samples were not negative, and they were positive 
values, indicating that they are not exposed to any atmospheric exposure and meteoric water effects 
(Fig. 12c,d). In addition, no correlation was observed between the δ18O and δ13C isotope values 
and Mn/Sr ratios in the Bozdağ limestone samples (Fig. 10b,c), and it displays limestone samples 
maintain their original values and do not undergo any significant alteration due to diagenesis. Again, 
in the Bozdağ Formation limestone samples, between Mg/Ca ratios and Mn/Sr, δ18O, δ13C isotope 
values were very weak positive, very weak negative, and very weak positive relation, respectively 
(Fig. 10d-f). It shows that the Bozdağ limestones do not undergo a significant alteration and 
therefore retain their original properties. 

The carbon reserve in water is much smaller than that of oxygen, and much higher water/rock 
ratios are required to significantly reduce the δ13C values of limestones (Armstrong-Altrin et al., 
2009). The change due to this water/rock ratio is very insignificant in the δ13C and δ18O values of 
the Bozdağ limestones (Fig. 12c,d). 
 
Major, Trace, and Rare Earth Element Evaluation of The Bozdağ Formation Limestones 
 

The behavior of trace elements during sedimentary processes is complex depending on factors 
such as decomposition, physical sizing, adsorption, provenance, diagnosis, and metamorphism (eg, 
Taylor and McLennan, 1985; Wronkiewicz and Condie, 1987). The major and trace element 
patterns in the carbonate rocks are strongly influenced by the terrigenous content (Kuchenbecker 
et al., 2016). Si, K, Al, Ti, and other lithophile elements (Rb, Sr, Ba, Nb, Ta, Th, U, REE) in the 
Bozdağ limestone are generally at low ratios, although they are observed at high ratios in some 
stages of the terrigenous input.  

Zhang et al. (2017) emphasized that Ca is predominantly biogenic and is essentially a diluent 
of all other components, as evidenced by strong negative correlations with all other major and trace 
elements (Table 1). The content of Al2O3 shows no correlation with MnO (R=0.07) in the Bozdağ 
limestones, but it shows a positive correlation with Fe2O3 (R=0.44), which indicates that at least 
Fe2O3 is partly controlled by clay minerals. Again, the strong positive correlations between TiO2 
and K2O (R=0.91), K2O and Al2O3 (R=0,99), and TiO2 and Al2O3 (R=0.91) in the Bozdağ 
limestone samples (Table 1) indicate that TiO2 and K2O were mainly from aluminosilicate clastics 
(clays). Almost all other major elements, except CaO and MgO in the Bozdağ limestones, show a 
good positive correlation with each other (Table 1).  

Kuchenbecker et al. (2016) reported that the Rb/Sr ratios reflect the terrigenous content and 
the relative abundance of the carbonate fraction. The Rb/Sr ratios of the Bozdağ limestone samples 
ranged from 0 to 0.018 (average 0.004), it is slightly above (falling to 0.0008; Kuchenbecker et al., 
2016) the expected very low rate in carbonates (14/27 examples this reflects the 0.0008 rates) and 
reflects a small amount of Sr loss in the diagenetic process. The low content of the trace element 
content of the Bozdağ limestone samples indicates that the terrigenous input is a small proportion 
during deposition.  
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Th/U ratios are also used as a useful indicator in determining the source of the contaminations 
in sediments of chemical origin. Sediments of chemical origin may sometimes contain detrital 
materials such as volcanic ash, detritic material, and phosphate, whose origins cannot be 
determined (Thurston et al., 2011). Phosphate contamination is generally characterized by the 
Th/U>5 ratios (Thurston et al., 2011), while the other contaminations are characterized by the 
Th/U ratio between 3 and 5 (Thurston et al., 2011). Th/U ratios in the Bozdağ limestones vary 
between 0.2 and 5 (average 1.4), so there is no phosphate contamination in our samples, but there 
is some terrigenous contamination.  

As the total Fe2O3 content increases, the weakening of Eu anomalies indicates that iron is 
predominantly of terrigenous origin and the negative Eu anomaly intensity decreases with the 
increase of the input of the terrigenous material (Frimmel, 2009).  

Correlations between Al2O3 with immobile trace elements Zr (R=0.9) and Th (R=0.9) of the 
Bozdağ limestone samples demonstrate a strong positive relationship (eg, Nothdurft et al., 2004), 
suggesting that these elements are terrigenous origin (Table 1). In addition, Song et al. (2014) stated 
that the strong positive correlation between REE and Zr, and REE and Th in limestones represent 
terrestrial clastic contamination. In the Bozdağ limestone samples, the strong positive correlation 
between REE and Zr (R=0.7) and REE and Th (R=0.7) shows that REE of the Bozdağ limestone 
is affected by detritus (Table 1).  

Bau and Dulski (1996) expressed that precipitation of oxidized cerium (CeO2) as absorbed by 
Mn- and Fe-oxy-hydroxides, seawater, and chemical sediments deposited from this water displayed 
negative Ce-anomaly, and Fe and Mn-rich sediments at the bottom will show positive Ce anomaly 
values.  

The correlations of Al2O3 with Fe2O3 and MnO of the Bozdağ limestone samples were R=0.65 
and R=0.24, respectively; it states that although Fe and Mn originate mainly from marine waters, 
they are partly due to clays. 

Previous research suggests that the distribution and relative content of some major and trace 
elements in fine-grained rocks may reveal paleoclimatic conditions (Cao et al., 2012; Wang et al., 
2017; Ding et al., 2018). A consensus was reached by previous studies that Fe, Mn, V, Cr, Co, and 
Ni were relatively enriched under humid climatic conditions (Cao et al., 2012; Wang et al., 2017; 
Ding et al., 2018). On the contrary, the increase in water alkalinity due to evaporation under dry 
climatic conditions facilitates the deposition of salty minerals, in this way, elements such as Ca, Mg, 
Na, K, Ba, and Sr are relatively concentrated (Ding et al., 2018). In view of the different 
geochemical behaviors of these two groups, 

Ʃ(Fe+Mn+Cr+Ni+V+Co)/Ʃ(Ca+Mg+Sr+Ba+K+Na) ratios (named C-value) are accepted as a 
climate indicator, and it has been widely applied in the interpretation of Paleoclimate (Cao et al., 
2012; Wang et al., 2017). Numerous investigators (eg, Ding et al., 2018) concluded to show 0 to 
0.2, 0.2 to 0.4, 0.4 to 0.6, 0.6 to 0.8, 0.8 to 1 C-values arid, semiarid, semiarid to the semihumid, 
semihumid and humid climate, respectively. C-values of the Bozdağ limestone samples are <<0.2, 
and they demonstrate an arid climate. 

In addition, some trace element ratios, such as Sr/Cu and Ga/Rb ratios, can also be used to 
characterize the paleo-climate (Roy and Roser, 2013; Xie et al., 2018; Ding et al., 2018). Ga is mainly 
enriched in clay minerals, especially kaolinite, and warm, and humid express climatic conditions 
(Roy and Roser, 2013; Ding et al., 2018). Rb is closely related to illite and reflects the cold and arid 
climate (Roy and Roser, 2013; Ding et al., 2018). The more cold and dry the climate, the lower the 
Ga/Rb ratios in the sediments. Generally, fine-grained sediments are characterized by low Sr/Cu 
ratios and high Ga/Rb ratios in warm and humid climatic conditions (Cao et al., 2012; Xie et al., 
2018; Ding et al., 2018). The values of Sr/Cu between 1.3 and 5.0 may indicate warm humid 
environments, while values above 5.0 indicate hot-arid climatic conditions (Cao et al., 2012; Ding 
et al., 2018). Therefore, the Sr/Cu values of the Bozdağ limestone samples vary between 20 and 
308 (average 110) indicating hot-arid climatic conditions.  
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The enrichment and depletion of REE in limestones may be affected by various factors, for 
example, (1) the addition of terrigenous particles from the continent (McLennan, 1989), (2) 
biogenic precipitation from the upper seawater (Murphy and Dymond, 1984) and (3) depth, salinity 
and oxygen levels to related effect (Elderfield, 1988; Greaves et al., 1999), (4) removal of REE 
from the water column and autogenously early diagenesis (Sholkovitz, 1988).  

Seawater contributes a lower amount of REE to chemical sediments, but not sea water-like 
examples, exhibit higher REE concentration due to contamination (Nothdurft et al., 2004) non-
carbonate materials such as silicates, Fe-Mn oxides, phosphates, and sulfides during chemical 
leaching (Zhao et al., 2009). The Bozdağ limestone samples are marine in nature and contain low 
amounts of REE and support this view. 

Zhang et al. (2017) stated that TREEs in terrestrial and marginal limestones show a clear 
positive correlation with SiO2, Al2O3, TiO2, and Fe2O3 (R=0.79, 0.48, 0.67, 0.45, respectively), 
indicating the control of the detrital siliciclastic fraction on REE. A good positive correlation was 
observed in TREE of the Bozdağ limestone samples with SiO2 (R=0.88), Al2O3 (R=0.85), TiO2 
(R=0.58), Fe2O3 (R=0.72), K2O (R=0.86) (Table 1) also shows that there is control of detrital 
siliciclastics on REE.  

Analog to the alteration tendency of Ce anomalies (Ce/Ce*) monitored in waters and cherts 
as well as fine-grained marine sediments, the greatness of the Ce anomalies of the limestones 
displays a prominent increment from spreading ridge to the continental coastal sea (Zhang et al., 
2017). In the diagram of the Ce/Ce* anomaly of the Bozdağ limestone samples versus Al2O3, Fe2O3, 
and MnO, all samples fall into the open sea environment in terms of deposition environment (Fig. 
13a-c).  

The Er/Nd ratio in normal seawater is approximately 0.27 (De Baar et al., 1988; Song et al., 
2014). The high Er/Nd ratio of limestone effectively demonstrates the protection of the seawater 
marker by marine carbonate (Song et al., 2014). In addition, Bellanca et al. (1997) and Song et al. 
(2014) emphasized that detrital material or diagenesis may reduce the Er/Nd value to less than 0.1 
for the preferential concentration of Nd relative to Er. The Er/Nd ratios of the Bozdağ limestones 
ranged from 0.11 to 0.24 and a high positive correlation between Nd and Er (R=0.95) was observed 
(Fig. 13d), it is another indicator that shows the effect of detrital material on these limestones.  

Diagenesis will change the values of Ce and Eu anomalies together with good correlations 
between Ce/Ce* and TREE and between Ce/Ce* and Eu/Eu* (Song et al., 2014). However, as 
shown in Fig. 13d,e, there was no significant correlation between Ce/Ce* and TREE and between 
Ce/Ce* and Eu/Eu* in the Bozdağ limestones, or a weak correlation (R=-0.33 and R=+0.17, 
respectively), that indicates the effect of the diagenesis process on REE concentrations are very 
limited. 

All rock Ce anomaly with a positive tendency shows more oxic conditions or sea-level fall 
(Wilde et al., 1996; Chen et al., 2012). On the other hand, Ce anomaly with a negative tendency 
refers to more reducing conditions or sea-level rise.  

As the sedimentary environment of the Bozdağ Formation limestones (reefal complex) is a 
transgressive, shallow marine environment (carbonate-dominated shelf), Wilde et al. (1996) suggest 
that the model is applicable in this study. Therefore, the Ce values of the Bozdağ limestone samples 
(in our study, it was determined that the values of Ce were true) the transgressive carbonate 
precipitation, ie the precipitation in the anoxic environment rather than the oxic environment 
(except for some short-term stages), since these are true negative values (Fig. 9e). 
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Figure 13. a-c) Diagram of Ce/Ce* anomaly of the Bozdağ limestone samples versus Al2O3, Fe2O3, and 

MnO. Limestones are deposited in various sedimentation environments (Taylor and McLennan, 1985). d) 
Diagram of Er versus Nd. e) Diagram of Ce/Ce* anomaly of the Bozdağ limestone samples versus TREE and 

f) Diagram of Ce/Ce* anomaly of the Bozdağ limestone samples versus Eu/Eu*. 
 
 

Zhang et al. (2017) emphasized that Ce concentrations in marine limestone have a strong 
positive correlation with Al2O3, Fe2O3, and MnO, and Ce anomalies show a positive correlation 
with Al2O3 and MnO, which indicates both terrigenous and metalliferous input in these rocks. The 
Ce concentrations of the Bozdağ limestones, are strongly positively correlated with Al2O3, SiO2 ve 
K2O, and the Ce anomalies are moderately positively correlated with Fe2O3, and weakly positively 
correlated with MnO, and their Ce anomalies are weakly positively correlated with Al2O3 ve K2O, 
and the Ce anomalies are weakly negatively correlated with Fe2O3, MnO ve SiO2 (Table 1). It states 
that during the deposition of limestones there is some terrigenous input. In addition, there were 
no hydrothermal effects in the Bozdağ limestone samples were determined in Figs. 9d and 12a, and 
non-positive Eu (Fig. 9a) anomaly and low Ba (Table 3) values. Furthermore, in the Bozdağ 
limestones, the positive correlation between Ce anomaly and Fe2O3 and MnO showed that there 
was no hydrothermal effect; because Abedini and Calagari (2015) reported a negative correlation 
between Ce anomaly and Fe2O3 and MnO, indicating the hydrothermal effect.  

Ali and Wagreich (2017) reported that Ce anomalies in the limestones of Mannersdorf and 
Wöllersdorfde were close to 1 and therefore different from seawater values (0.1 to 0.4). This 
situation can be explained in two ways, (1) the presence of small amounts of clay (detritic input) 
minerals in pure and impure samples, (2) a few cm deep of the sediment column below the seafloor, 
it may be due to the increase of LREEs due to degradation of organic matter containing Ce. Ce 
anomaly values in the Bozdağ limestone samples change between 0.13 and 0.42 (average 0.27) and 
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are consistent with seawater values. The fact that the Ce anomaly values of our samples are 
consistent with seawater shows that there is little or no detrital input to the deposition in an anoxic 
environment. 

However, the fact that our samples have fallen into the oxic area in the Y/Ho versus Pr/Pr* 
contrasts with this situation. Therefore, during the Bozdağ limestone precipitation, it suggests that 
the oxic and anoxic conditions are repeated. Already, during the Late Silurian-Middle Devonian 
process, it is known that there are fluctuations at sea level, and we can say that there is no 
discrepancy between these two results. 

Seawater usually has high Y/Ho ratios (~44 to 74), while the terrigenous materials and volcanic 
ash have a constant chondritic Y/Ho ratio of ~28. Today's seawater has significantly higher Y/Ho 
ratios than river water and estuaries (Lawrence et al., 2006). Y/Ho ratios show a significant 
difference between open seawater and ocean margin seawater between 108 and 94, respectively 
(Johannesson et al., 2006). 

The Y/Ho ratios of the Bozdağ Formation limestones (Table 4) show a lower average value 
of 48 compared to the open seawater standard (60-90). This indicates that freshwater suspended 
load and/or wind-blown powders are effectively mixed during the deposition of the Bozdağ 
limestones (eg, Kuchenbecker et al., 2016). In addition, Y/Ho values of the Bozdağ limestone 
samples vary between 33 and 66 and are described in Song et al. (2014), while maintaining a large 
proportion of seawater ratios (excluding 7 samples, n: 27), which implies a certain amount of 
terrestrial input and some fluctuations in the seawater level.  
 
Oxygen and Carbon Isotope Evaluation of The Bozdağ Formation Limestones 

All Bozdağ limestone samples show positive ẟ13C values (0.63 to 3.73 ‰; Table 7, Figs. 6 and 
12c,d). These C-isotope values are Hudson (1977), and Armstrong-Altrin et al. (2009), as 

emphasized, are consistent with the ẟ13C values (0 to 4‰) of today's marine carbonates. 
Carbon isotopes are less affected by diagenesis than oxygen isotopes (Madhavaraju et al., 

2017). In addition, the strong positive correlation observed between carbon and oxygen isotope 
values is an indicator of diagenetic alteration (Madhavaraju et al., 2017). A very weak positive 
relationship (R = 0.036) is observed between the oxygen and carbon isotope values of the Bozdağ 
limestones. This displays that the carbon isotope values of our samples are not affected an 
important by diagenesis (Fig. 12c). In addition, no correlation was observed between the δ18O and 
δ13C isotope values and Mn/Sr ratios in the Bozdağ limestone samples (Fig. 10b,c), and it displays 
limestone samples maintain their original values and do not undergo any significant alteration due 
to diagenesis. Again, in the Bozdağ Formation limestone samples, between Mg/Ca ratios and 
Mn/Sr, δ18O, δ13C isotope values were very weak positive, very weak negative, and very weak 
positive relation, respectively (Fig. 10d-f). It shows that the limestones do not undergo a significant 
alteration and therefore retain their original properties.  

Considering the change in the ratio of Mg/Ca and diagenetic process temperature values from 
the base to the roof of the sequence, these values present fluctuation, that is, situations of the 
reduction and increment can be seen repeated several times (Fig. 10g). In this case, we think, the 
increase in temperature is caused by the increase in temperature due to burial, and the increase in 
Mg is probably due to the transformation of clay minerals (smectite to illite transformation). 

The ẟ18O of diagenetic carbonate phases are primarily checked up by fluid composition, 
temperature, and water/rock ratios (Brand and Veizer, 1981; Hajikazemi et al., 2010), and 

accordingly the ẟ18O values are anticipated to be reset by diagenetic alteration. According to Al-
Aasm and Veizer (1986), meteoric diagenesis of marine carbonates typically ends up in a slip toward 

more negative values of both ẟ13C and ẟ18O. However, since the carbon isotope values of all our 
samples are positive, we cannot speak of a meteoric diagenesis effect (Table 7, Fig. 12c,d).  
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The Bozdağ limestones from the entire section show distinct negative oxygen isotope values 
(-9.15 to -2.12‰ VPDB; Table 7; Figs. 10a and 12c,d). Thus, some of our examples (15, n: 36, Fig. 
12d) are consistent with marine environment values, while others represent burial diagenetic 

alteration. The Late Silurian ẟ18OSMOW ranged from 16.2 to 19.2 (van Geldern et al., 2006). Early 

Devonian ẟ18OSMOW ranged from 16.3 to 21, while Middle Devonian ẟ18OSMOW ranged from 17.8 

to 21.3 (van Geldern et al., 2006). ẟ18OSMOW values of the Bozdağ limestone samples vary between 

21.5 and 28.7. Therefore, ẟ18OSMOW values of the Bozdağ limestone samples emphasize diagenetic 
alteration (Table 7). 

In the case of interacting with isotopically heavy fluids (eg, evaporitic saline, conventional 
rising water), there will be an increase in δ18O values (Kuchenbecker et al., 2016). From here, we 
can say that the fluctuations of δ18O values in the Bozdağ limestone samples (Fig. 6), it may be 
caused by the effects of isotopic heavy and light fluids.  

Kuchenbecker et al. (2016) stated that the strong negative decrease in δ13C values 
corresponded to a period of intensive reduction in biological activity. Researchers have stated that 
the increase in later δ13C values shows that biological activity is increasing gradually and it shows 
the restoration of atmosphere/sea interaction. The δ13C values observed in the Bozdağ limestone 
samples are all positive and show little fluctuation in the values (base of the sequence: 0-85 m); 
there is no significant change in the biological productivity of the Late Silurian-Middle Devonian 
Sea; it is thought that the positive decreases and increases in the values (at least a large part) are due 
to the input of the wind-blown sediments. The relatively stable δ13C values (slightly fluctuation) in 
the middle and upper part (85 to 265 m) of the sequence indicate both stable environment 
conditions (light, temperature, etc.) and a stable period of bio-productivity.  

At some levels of the Bozdağ Formation, limestones with Amphipora (Özkan, 2016), 
stromatoporoid bioherms (Fig. 4e), and coral reefs (Eren, 1996), observed the positive increase in 
δ13C values suggests that it may be due to the increase in bio-productivity and, less the changes 
during burial.  

It can also be thought that positive δ13C isotope deviations can be followed by an increase in 
δ18O values (Kuchenbecker et al., 2016). Therefore, when we apply this view to the limestones of 
the Bozdağ Formation, the positive deviations in δ13C values as seen in Figs. 10a,b, and 12a,b, 
increases in δ18O values support this view.  

The difference between the examples in Fig. 12c should probably be due to the diagenetic effect or 

climatic and paleoenvironmental changes. No significant correlation was observed between δ18O 
and δ13C (Fig. 10a), indicating that the diagenetic effect was not significant in our samples. 
However, the fact that almost all of our samples fall into the climatic change area suggests that the 
changes in paleoenvironmental conditions are effective in our samples. These comments are 
consistent with the results in the elemental section. 

Fluctuations in the isotope values of the Bozdağ Formation (Fig. 6), as Salama et al. (2016) 
emphasizes, it is probably due to the siliciclastic inputs from the adjacent continental areas during 
the transgression. The δ13C values at the base of the sequence showed a decreasing trend with slight 
fluctuations between decreasing and increasing values (Fig. 6), as Salama et al. (2016) stated that is 
an indicator of the submarine lithification on the maximum flood surface. In addition, the changes 
in trophic conditions were probably as Salama et al. (2016) stated that reflected by the change in 
carbon isotopes.  
 
Conclusions 
 

The limestones of the Bozdağ Formation have developed as a reefal complex 
(stromatoporoid-coral patch reef) in a carbonate platform environment. 

The major and trace element characteristics of the Bozdağ limestones show insignificant 
diagenetic alteration and an insignificant amount of terrigenous input. The source of the 
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terrigenous input observed in the Bozdağ limestone samples is predominantly felsic but originates 
from mixed provenance. The Zr ratio in most of the Bozdağ limestone samples shows that 
terrestrial pollution is low. Th/U ratios of the Bozdağ limestones show that there is no phosphate 
contamination in our samples and phosphates are taken from terrestrial input. The strong positive 
correlations between K2O and TiO2, K2O and Al2O3, and TiO2 and Al2O3 indicate that TiO2 and 
K2O are mainly from aluminosilicate clastics (clays). Correlations between Al2O3 of the Bozdağ 
limestone and immobile trace elements Zr and Th indicate that these elements are of terrestrial 
origin. Correlations of Al2O3 with Fe2O3 and MnO in the Bozdağ limestone samples show that Fe 
and Mn are partially derived from clays, although they mainly originate from sea waters. The rare 
earth element input is associated with detrital silicates and alumino-silicate inputs, not with the 
carbonate phase. In addition, during the precipitation of the Bozdağ limestones, the most 
terrigenous inputs were at the meters of 47 (J-28), 40 (J-24), and 62sd (J-37), respectively. 

C-values of the Bozdağ limestone samples show arid climate as paleoclimate. Furthermore, as 
the source of the terrestrial input in the Bozdağ limestone samples indicates the humid and arid 
climate region, the terrigenous material coming into the basin during the deposition of the Bozdağ 
limestones refers to climatic changes (humid to arid). In addition, during the precipitation of the 
Bozdağ limestones, terrestrial input was mostly eolian according to Al/Ti ratios. 

During the deposition of the Bozdağ limestones, 8 samples suggest deposition under oxic 
environment conditions, while 19 samples suggest deposition under anoxic environment 
conditions. In the Ce/Ce* anomaly versus Al2O3, Fe2O3, and MnO diagram of the Bozdağ 
limestone samples, all samples emphasize the open sea environment in terms of sedimentation 
environment. In addition, the Ce values of the Bozdağ limestone samples are true negative values, 
indicating transgressive carbonate precipitation and anoxic precipitation rather than oxic. The early 
Silurian to Late Devonian period is also an inter-glacial stage in the region, supporting transgressive 
development. 

The positive correlation between Ce anomaly with Fe2O3 and MnO of the Bozdağ limestone 
samples showed that there was no hydrothermal effect in the samples. Furthermore, the 
observation of Ce anomaly values in the Bozdağ limestone samples between 0.13 and 0.43 reflects 
the seawater feature. The Eu/Eu* values of the Bozdağ limestone samples are compatible with the 
open sea limestone values. In addition, the Y/Ho ratios of the Bozdağ Formation limestones have 
a relatively lower average value than the open seawater standard, which states that freshwater 
suspended load and/or wind-blown powders are effectively involved during the deposition of the 
Bozdağ limestones. These values also refer to some fluctuation in the water level.  Again, the Y/Ho 
ratios of the Bozdağ limestones at values smaller than 102 (33 to 66) indicate that the conditions 
in the basin during their sedimentation were initially in the shallow shelf environment under oxic 
conditions, then in the deep shelf (open marine) anoxic conditions. 

The Bozdağ limestone samples, according to the Mn/Sr ratio, have preserved their original 
seawater characteristics with isotope values. The Bozdağ limestone samples do not show any 
metamorphism effect according to K/Rb ratios. The Bozdağ limestones exhibit depletion by rare 
earth elements and not being affected by hydrothermal fluids. No correlation was observed 
between δ18O and δ13C isotope values and Mn/Sr ratios in the Bozdağ limestone samples, and the 
limestone samples retained their original values and did not undergo any significant alteration due 

to diagenesis. The ẟ18O isotope values of Bozdağ limestone samples show that sudden increases 
and decreases in the middle and upper levels of the sequence in the mesodigenetic process, in some 
levels from the bottom to the top of the sequence, indicate that they are under geothermal effect; 
the fluctuations in the increase and decrease of δ18O values in our samples indicate that they are 
caused by the effect of isotopic heavy and light fluids. While the change in the δ18O values develops 
with the effect of buried temperature increase and geothermal liquids, we can say that the changes 
in the δ13C values (increase-decrease) vary depending on climate changes (hot-cold), biological 
productivity, and partially terrestrial input.  
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INTRODUCTION  

In recent years, with the increasing number of studies on artificial intelligence, its applications 
in animal production have also increased. With the help of artificial intelligence in animal 
production, animal welfare, animal health, disease detection, and classification, yield and 
performance monitoring, herd management, treatment follow-up, trace and record analysis, 
epidemiology, herd health, population follow-up, zoonotic diseases follow-up, individual animal 
behavior, animal It provides access to the most accurate information in a short time on subjects 
such as interaction, nutrition tracking, and mood. Various wearable sensors are used to access this 
information. Various wearable sensors, functional near-infrared spectroscopy (FNIRS) 
measurements, multimode sensors, biometric sensors, video, and thermal imaging cameras, 
microphones and functional near-infrared spectroscopy sensors, skin impedance sensors, digital 
twin modeling, heterogeneous, multimode, biometric sensors, respirometers (respiratory rate), 
heart rate meters, accelerometers (body movement) and visual sensors are used. For example; 
computer image applications, 2D image data such as video analysis (ultrasound image, etc.), 3D 
volumetric data (CT, PET-CT, MRI), 4D images (4D CT) are used. In addition, higher-level 
imaging helps obtain information about the psychological and physiological state of the animal, 
thanks to optical character recognition, real-time imaging for object recognition and detection, and 

object movement tracking (Luo  Chong 2020; Prince 2012). Odor sensors, which have recently 
started to be used in the health field, have also begun to appear in agricultural and animal 
production. In animal production, especially the development of artificial intelligence algorithms 
has started to be used in the diagnosis of diseases of animals. 
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Data Collection With Odor Sensor Arrays 

Odor sensor arrays are a device that mimics humans' olfactory systems. This device consists 
of an odor array of electronic chemical sensors; that Provides odor detection. With its new use, it 
is observed that it is used in refineries or petrochemical factories, to detect harmful odor leaks or 
in the food industry. For example, evaluating the freshness of fruits and berries; helps to classify 
the fruit. Odor detection devices basically consist of three stages. These; It consists of odor sensors, 
vacuum, and heaters and its functionality is sampling, detection, and computer system. Odor 
sensors mimic the human way of smelling at first. That is, the smell taken from the outside is taken. 
Odor sensors are basically a detection system consisting of metal oxide semiconductors and 
heaters, a chemical change occurs in the sensors. These chemical changes are then detected by a 
transducer and converted into electronic signals. These converted signals produce patterns related 
to each sensor called a fingerprint. Odor signal data is obtained by converting electronic signals or 
fingerprints into digital values. These obtained data provide information about the algorithmic 
diagnosis of odor. 
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Odor Detection Algorithm Process 

The odor detection algorithm process; consists of steps such as data preparation and 
preprocessing, normalization, feature selection, feature extraction and size reduction, and 
classification. In other words, classification is the process of grouping and categorizing signal data 
according to their common characteristics or characteristics. 

Confirmation Of The Prediction By The Classifiers 

When a recognition algorithm predicts a class label, it is important to verify whether the 
prediction is reliable. To do this, there are some methods of verifying the prediction among alias, 
cross-validation, learning curve, and precision accuracy. 

Signal Segmentation 

Signal segmentation is a signal processing method that divides signals into smaller segments 

with the same frequency and amplitude (Hamed maximum  Behzad 2021). The idea behind the 
segmentation of the odor signal dataset is to make a 3D dataset called a tensor from a 2D dataset. 
Reshaping the signal data in a dataset is subjected to preprocessing for feature extraction of the 
odor signal dataset, which is then used as input to the neural network (ANN). 

Noise Reduction And Feature Extraction Using Auto Encoder 

The autoencoder consists of an artificial neural network consisting of an encoder and a 
decoder. In an Autoencoder, the encoder is responsible for compressing the input data into 
a lower dimension called the hidden vector. This hidden vector is a compact representation 
of the input. On the other hand, the decoder is intended to reconstruct the compressed 
output from the encoder, i.e. the hidden vector. This mechanism of Autoencoder can be used 
to reduce the size of an input, either an image matrix or a dataset, using the encoder's output 
or hidden vector (Jason 2020). 

Collection Of Odor Data 

The collection of odor data is distinguished by arrays of sensors capable of detecting and 
recognizing both simple and complex odors in the form of odor mixtures. Data collection with the 
odor sensor is the first step in odor data analysis. Odor sensors collect data and convert it into 
patterns of electrical signals that are more suitable for computer analysis. This step often leads to 
difficulties in the classification problem if the transfer boundary distorts or changes existing 

information and features (Simon  et al. 2006). Odor data measurement can be divided into several 
stages according to the process. The sensor response at each stage or observation point has 

different information from which various features can be extracted for classification (Sang-Il  et 
al. 2016). Odor sensors often do not perform well depending on ambient conditions such as 
humidity and temperature. This means that the data obtained and measured by the odor sensors 
will contain undesirable factors. Normalization and feature extraction can reduce the negative 
effects on these data. Normalization, feature extraction, and classification have important 

functionality in odor sensor diagnostics (Yongyi  et al. 2020). 
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Data Preprocessing 

The process of detecting an odor by the odor sensor consists of three stages: signal 

preprocessing and feature extraction, size reduction, and classification (Bax  et al. 2020). Data 
preprocessing can affect classification and algorithm learning rate, so it is important to use 

appropriate preprocessing methods (Feng  et al. 2019). Normalization is used to reduce the range 
of data collected by the E-nose. Normalization affects the analysis results and accelerates the 

computational convergence speed (Yan  et al. 2015). Normalization models outperform other 

models in the process of identifying an odor (Yan  et al. 2015). 

Feature Extraction - Size Reduction 

In odor recognition analysis, the classification algorithm requires normalized and 
compressed signal data as input. Because a typical signal consists of several hundred measured 
values, a previous feature extraction step is always required to produce a small feature set that is 
representative of the entire signal. The feature extraction technique for odor recognition, PCA, 
looks for feature axes from high-dimensional input data, which becomes the main element of the 
low-dimensionality, and then extracts the features with a projection based on these major axes. To 
make this clear, PCA is simply used to reduce the dimensionality of the dataset. A newer feature 

extraction method is Autoencoder, a type of artificial neural network (Dragonieri  et al. 2007; 

Dong  et al. 2011). 

Auto Encoder 

Auto Encoder consists of an encoder and a decoder. Here, the encoder output is compressed 
data and the decoder reconstructs the compressed data and this is how the model learns the 

properties (Wen  et al. 2021). The encoder can then be used as a data preparation technique to 
perform feature extraction on raw data or normalized data, which can be used in classification to 
train a different machine learning model. An Autoencoder can learn noise from training images 
and produce an image very close to the original input, which tends to reduce or remove noise from 
the dataset. 

Classification 

Scent algorithms, data preprocessing algorithms, and classification are two important factors 
that can affect the accuracy of odor classification. A classification algorithm identifies or predicts 
an odor based on a stored dataset. In ANNs, Multilayer Perception (MLP) is a good classifier for 

odor classification (Wang  et al. 2020; Bax  et al. 2020). 

Evaluation-Verification Of The Prediction By The Classifiers 

Validation methods, blind testing, and a combination of two odors will be performed to 
evaluate and validate the predictions produced by artificial intelligence recognition algorithms. 
Another method used to test the ability of the artificial intelligence recognition algorithm to identify 
odors with noise is to add a certain ratio of one odor dataset to a certain ratio of another odor 
dataset and compare it with the learned artificial intelligence recognition algorithm. 
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Data Preparation 

The odor data are used to build a small database to build an odor detection algorithm from 
previous studies. When preparing data during this formation, air sample sets are considered 
unnecessary as each odor dataset requires only odor samples (VOC) to function correctly. 
Therefore, undesirable air samples are removed from each odor data set. 

Normalization And Principal Component Analysis (PCA) 

In normalization, several normalization methods are applied to the database to find the most 
suitable method. For this purpose, the most appropriate normalization methods for the odor 
recognition algorithm have been developed and implemented in the database. To examine whether 
the normalization method chosen for rescaling the datasets or database changes the characteristics 
of the signals, a comparison is made between the signals before and after the normalization process. 

Attribute Scaling Method 

The feature scaling method chosen to be used in scaling databases is the Z-score 
Normalization method, which is a standardization method. This method handles outliers better 
than other normalization methods. 

Classification And Prediction And Verification 

The algorithm, which uses it as a classifier, can identify odors with 100% accuracy. This 
makes us doubt the prediction accuracy, but other classifiers are also able to identify all odors with 
almost no error rate, except Linear discriminant analysis (LDA), which predicts an odor with high 
accuracy. Some other odor data were used to evaluate the performance of new algorithms using 
new approaches. The best identification of odors was performed by the artificial neural network 
(ANN) classifier, namely MLP. 

 

 

 



264 

Aydemir, Emre & Bilge, İnci; Disease Identification With Artificial Intelligence Odor Detection Sensors in 
Animals 
 
 

 

SOME STUDIES DONE 

In a study by Alphus (2019), she tried to detect animal diseases with the help of an odor 
sensor in combination with metabolomics. Thanks to the biomarker metabolites and aroma 
profiles in the results of the study; Alphus (2019) reported that they successfully detected the main 
infectious diseases of livestock, wildlife, and fish from terrestrial and aquaculture pathology. In 

another study, Fend  et al. (2005) tried to determine the diagnosis of tuberculosis in cattle with 
the help of an odor sensor. In the results of the study, they reported that they reached an accurate 
and reliable diagnosis of the infection shortly after the infected samples were taken. In another 

study, Doty  et al. (2020) used odor sensors for early WNS detection based on detecting changes 
in VOC emissions from bats. In the results of the study, they stated that they could successfully 
detect bat host-derived VOCs with the help of the preferred C-320 portable odor sensor. In 

another similar study, Wilson  et al. (2019) reported that olfactory sensors offer a potentially 
stronger possibility than many other diagnoses for early WNS disease detection. Nestler (1991) and 

Andrews  et al. (2009) reported that the response of the S11 sensor to the VOC emissions from 
the Southeast myotid (MYAU) is more sensitive than the VOCs of other bat species. They 
suggested the sensitivity of odor sensors to ketones as the reason for this. This is an indication that 
it closely affects the result of the diagnosis depending on the sensor feature and sensitivity. Doty 

 et al. (2020) used PCA, CDA-CV, SIMCA-CV, and HCA analyses to determine the odor trace 
in bats. They observed that the discrimination levels determined in the study between bat species 
and control samples (UPMA, CTRL) were variable for each of the eleven distinct odor classes (nine 
bat species and two controls). 

 

CONCLUSION 

With the gradual development of artificial intelligence applications, it is also used in various 
fields in the field of livestock. Especially in recent years, odor sensors used in human disease 
diagnosis have been modeled and started to be used in animal health diagnoses. However, the 
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number of studies on domestic and farm animals is limited. In the findings obtained from the 
studies, it is stated that odor sensors have achieved successful results. This is an indication that 
artificial intelligence applications will increase gradually in future studies. 
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